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Abstract—This paper entails the study and analysis of various 

image compression techniques. Compression plays an important 

role in today’s world for efficient transmission and storage of 

data. Different techniques for digital image compression have 

been reviewed and presented that include Huffman Coding, 

Lemphel-Ziv-Welch (LZW) Coding, Discrete Cosine Transform 

(DCT), Discrete Wavelet Transform (DWT). Image compression 

may be lossy or lossless. Lossless Compression is preferred for 

archival purposes and often for medical imaging, technical 

drawings, etc. Lossy compression are especially suited for natural 

images such as photographs or where low bit rates are used. 

Lossless Compression techniques include huffman coding and 

Lemphel-Ziv-Welch (LZW). Lossy Compression techniques 

include Discrete Cosine Transform (DCT), Discrete Wavelet 

transform (DWT). Finally a performance comparison is made 

between these techniques based on different parameters like Peak 

Signal to Noise Ratio (PSNR), Compression ratio (CR), Root 

Mean Square Error (RMSE), etc.  

 

Keywords—Compression ratio, Discrete Cosine Transform, 

Discrete Wavelet Transform, Huffman Coding, Lemphel-Ziv-

Welch Coding, Peak Signal to Noise Ratio, Root Mean Square 

Error. 

 
 

I.  INTRODUCTION  

An image usually consists of enormous amount of data and 

requires large number of space in the memory. If more number 

of data is required for transmission then it takes much time to 

deliver the data to the receiver. Thus by using image 

compression techniques the time consumption can be greatly 

reduced [1]. The image can be compressed when the 

correlation between one pixel and its neighbor pixels is very 

high, or the values of one pixel and its adjacent pixels are very 

similar.The objective is to reduce redundancy of the image 

data in order to store or transmit data in an efficient form. It 

helps in reducing the no. of bytes without making any changes 

in its original image, so that it will take less time, and less hard 

disk space to send a data from one place to another [2]. There 

are two types of image compression: Lossless Image 

Compression and Lossy Image Compression.Lossless 

compression technique is one of the most suitable image 

compression technique where compressed image will be same 

as original image. With a loss-less compression and 

decompression, the original and decompressed files are 

identical bit per bit. It has much more importance in different 

areas like medical diagnosis, remote sensing, weather 

forecasting, aircraft, radar etc [2]. Lossy compression is used 

when the user can tolerate some difference between original 

and reconstructed representation of data. It transforms and 

simplifies the data in a much larger reductions in file size than 

lossless compression. But it can distort the file's content due to 

the higher reduction [3].  

 

II. COMPRESSION- TECHNICAL CHALLENGES 

Choosing an efficient and cost-effective compression 

algorithm to provide an optimal solution is very challenging 

and complex and thus involves performing tradeoff analysis 

on various factors which are important to the application. 

Some of the challenges in the compression are: 

A. Compression Efficiency 

High compression efficiency provides high data rates. It is 

required in the applications like video-on -demand, streaming 

multimedia, video conferencing etc. 

 B.  Resolution 

Higher the compression ratio, lesser the space required for the 

compressed data, but they fail to get high resolution. 

Application like HDTV, medical imaging mobile data requires 

high quality images but they require higher bandwidth. 

C. Error Resiliency 

Applications like satellite imaging as in [4], remote sensing, 

requires robust error resiliency as they uses air transmission 

methods. 

D. Power Consumption 

Low power consumption is ensured in the battery operated 

devices used in the application like mobile phones, wireless 

sensor network [5] . This requires low computation memory 

for encoding and decoding. 

E. Data Rates 

A high data rate requires high compression efficiency and high 

computational memory and low latency. It is highly needed in 

networks to download files. 
 

III.  EVALUATION CRITERIA 

There are various parameters to evaluate compression, like 

complexity of the algorithm, memory required to implement 

the algorithm, how fast the algorithm performs on a given 

machine (compression speed), the amount of compression 

(compression ratio), how closely the reconstruction resembles 

A Review on Study and Analysis of various 

Compression Techniques 

http://www.ijisrt.com/
mailto:rashmisharma8081@gmail.com
priyankaiit@yahoo.co.in
priyankaiit@yahoo.co.in


Volume 2, Issue 2, February – 2017                                       International Journal of Innovative Science and Research Technology            

                                                                                                                                                                          ISSN No: - 2456- 2165 

IJISRT17FB13                                                                www.ijisrt.com                                                                                            5                                             

the original (image quality), reduced energy consumption etc 

[3]. 

 

A. Compression Ratio (CR) 

It is defined as the ratio of number of bits in the original image 

to the number of bits in the compressed image. High 

compression ratios are desired. It is represented as 5:1, if 1MB 

file is compressed to 200KB file. With lossless compression, 

limited amount of compression is achieved. 

 

B. Image Quality (IQ) 

I) PSNR: 

The quantity which measures the quality of the Reconstructed 

image compared to the original image is called Peak Signal to 

Noise ratio (PSNR), measured in decibel(dB) and is defined as 

: 
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where MSE is Mean Squared Error and 255 is the maximum 

possible pixel value in 8 bits. 

2) MSE: 

MSE is defined as cumulative square of the difference 

between original and reconstructed image. It is given as 
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where I is original image, Î  is approximation of 

reconstructed image. m and n are dimensions (width and 

height) of the image. Thus lower the MSE, higher is PSNR for 

an image.  

 

C. Compression Rate 

It is defined as the average number of bits required to 

represent a single sample (or pixel). It is measured in bits per 

pixel( bpp) for coding an image. 

 

D. Distortion 

It is defined as the difference between the original image and 

the reconstructed image. In loss less compression distortion 

toleration is always zero for any application. There is a trade 

off between minimizing the rate and keeping the distortion 

small. Rate distortion theory is the entropy theory. 

 

E. Coding Complexity and Compression Speed 

The coding complexity of a compression algorithm is a 

measure of computational requirement in terms of 

computational requirement in terms of software (instructions 

per second) and hardware (low power). Complex algorithms 

can reduce the compression speed. 

 

F. Latency 

Latency is the time taken to compress, send, decompress and 

display a file. The more advanced the compression algorithm, 

higher the latency. 

 

IV. LOSSLESS COMPRESSION TECHNIQUES 

Lossless image compression has been a significant issue in 

recent years due to the increasing demand for storing huge 

amounts of high quality multimedia data in a small storage. 

Applications like medical imaging, satellite imagery, FAX 

transmission etc. uses lossless compression techniques to store 

and transmit data [3]. As presented in Fig.l, the basic principle 

of Lossless compression algorithm is that any non- random 

file will contain duplicated information that can be reduced 

using some modeling as presented in Fig. 1 . 

This model determines the probability of a bit or character 

appearing in the data set. It assigns shortest code to the most 

common data and longer code for uncommon data. Such 

coding techniques are called entropy coding. 

 

 
Fig. 1 Basic Structure of Lossless Compression 

 

A) Huffman Coding 

Huffman coding is an entropy encoding algorithm used for 

lossless image compression. Huffman coding is efficient 

technique for image compression to some extent [6]. The last 

two decades has seen considerable improvements in image 

and video compression techniques. Variable length coding, 

such as Huffman code, is widely used to increase coding 

efficiency. It uses the Huffman source-coding algorithm to 

generate the uniquely decipherable Huffman code with a 

minimum expected codeword length when the probability 

distribution of a data source is known to the encoder [7]. 

Entropy can be defined as a measure of information content; it 

will be able to represent the amount of bits used in the data in 

particular given image. Huffman coding uses a specific 

method for choosing the representation for particular images 

which results in a prefix code. The Compression of Images 

and data is both possible using Huffman Coding Algorithm. 

By using this Huffman algorithm we can be able to design the 

most efficient compression method. Huffman Coding comes 

under lossless technique here in lossless compression no 

information is lost during Image Compression. 

In Huffman coding, more frequently occurred symbols will 

have shorter code words than symbol that occur less 

frequently & the two symbols that occur least frequently will 

have the same length. The first step in Huffman‘s approach is 

to create a series of source reductions by ordering the 

probabilities of the symbols in decreasing order and 

combining the two lowest probability symbols into a single 

symbol that replace them in the next source reduction. This 
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compound symbol and its associated probability are placed in 

the first source reduction column so that the probabilities of 

the reduced source are also ordered from most to least 

probable. This process is repeated until only two probabilities 

of two compound symbols are left and thus a code tree is 

generated and Huffman codes are obtained from labeling of 

the code tree. 

 

B) LZW 

LZW compression technique is used to compress the images, 

characters, videos, audio, etc. Limitations in the image 

compression is that the number of colors is mainly considered 

and it is used for some cases. These limitations will be 

removing by using the bit plane slicing technique for both the 

RGB and gray scale images. Dictionary based approaches are 

used to scan a file and then perform searching on sequences of 

data or strings which occurs more than once in a scanned file. 

LZW compression works on single codes after replacing the 

strings of characters and it also adds a new character of strings 

in the dictionary in the encoding process. But in decoding we 

convert that single code into the characters of strings by using 

the static dictionary [16]. 

 

Compression in LZW 

In this phase there are two synchronized events: building an 

indexed dictionary and compressing a string of symbols. The 

algorithm extracts the smallest substring that cannot be found 

in the dictionary from the remaining uncompressed string. It 

then stores a copy of this substring in the dictionary as a new 

entry and assigns it an index value. Compression occurs when 

the substring, except for the last character, is replaced with the 

index found in the dictionary. The process then inserts the 

index and the last character of the substring into the 

compressed string. As described in Fig 2, compression of 

string by LZW is done. 

 
Fig. 2 Compression in LZW 

 

Decompression in LZW 

Decompression is the opposite of the compression process. 

The process extracts the substrings from the compressed string 

and tries to replace the indexes with the corresponding entry in 

the dictionary, which is empty at first and built up gradually . 

The idea is that when an index is received, there is already an 

entry in the dictionary corresponding to that index. As 

described in Fig. 3, the compression of string has been 

decompressed. 

 
Fig. 3 Decompression in LZW 

 

V.  LOSSY COMPRESSION TECHNIQUES 

Lossy Compression uses inexact approximations and partial 

data discarding for the representation of content. These 

techniques are used to reduce size of data for storage, handling 

and transmitting content. This is opposite to lossless 

compression, which doesnot degrade data. 

Well designed lossy compression technique often reduces 

file sizes, such that the reproduced image includes degradation 

in respect to the original. Thus, all lossy techniques utilized 

for image compression have large compression rate as 

compared to lossless compression methods. Methodologies 

used for lossy compression consists of transform and 

predictive coding. Transform Coding techniques basically 

applies a Fourier- related transform; i.e. DCT and DWT. 

 

A)  DCT 

The Discrete Cosine Transform (DCT) attempts to decorrelate 

the image data. After decorrelation each transform coefficient 

can be encoded independently without losing compression 

efficiency [9]. 

The DCT equation (Eq. 3) computes the i, jth  entry of the DCT 

of an image. 

       
   































1 1

0 2

12
cos

2

12
cos,,,

2

1
,

M

ox

N

y N

jy

M

ix
yxpjiCjiC

N
jiD

      (3) 








1

2
1

)(uC       
if

if
     

0

0





u

u
                                            (4) 

http://www.ijisrt.com/


Volume 2, Issue 2, February – 2017                                       International Journal of Innovative Science and Research Technology            

                                                                                                                                                                          ISSN No: - 2456- 2165 

IJISRT17FB13                                                                www.ijisrt.com                                                                                            7                                             

Because the DCT use cosine functions, the resulting matrix 

depends on the horizontal, diagonal, and vertical frequencies. 

Therefore and image black with a lot of change in frequency 

has a very random looking resulting matrix, while and image 

matrix of just one color, has a resulting matrix of a large value 

for the first element and zeroes for the other elements [9].  

DCT has possessions that, for an ordinary image, nearly all 

part of visually critical information of an image are 

concentrated in only couple of coefficient. All processing of 

coefficients are normalized by quantization process using 

quantization table with diverse scale provided by JPEG 

standard. The estimation of quantization is inversely 

proportional to quality of reproduced image. During 

quantization, the less significant frequencies components are 

discarded, and essential frequencies components that remain 

are make use of to recover image in decomposition process, 

after quantization, quantized coefficients are adjusted in a 

zigzag way for further compressed by an proficient coding 

algorithm as described in Fig. 4 and 5. 

 
Fig. 4 Compression using DCT 

 

 

Fig. 5 Decompression using DCT 

 

Discrete Cosine Transform (DCT) has many advantages: 

(1) DCT can pack most data in least number of coefficients.  

(2) DCT decreases the piece like form called blocking object 

that outcomes while limits among sub-images get to be 

noticeable . An image is represented to be as a two 

dimensional grid, 2-D DCT is utilized to process the DCT 

Coefficients of an image. 

 

 

B)  DWT 

DWT plays an important role to compress the given image 

without the loss of any information in that particular image. 

DWT comes under lossless type of image compression. Here, 

DWT can be mainly used in the transformation of a discrete 

time signal to Discrete Wavelet Representation. DWT usually 

based on time-scale representation, which can be able to 

provide multi-resolution. Wavelets have more advantages over 

compressing signals. The wavelet transform is considered as 

the most advantageous and useful computational tools for a 

multiplicity of signal and image processing applications. 

Wavelet transforms are mainly used for images to reduce 

unwanted noise and blurring [1]. Wavelet transform has 

emerged as most powerful tool for both data and image 

compression. Wavelet transform performs multi resolution 

image analysis. The DWT has successfully been used in many 

image processing applications including noise reduction, edge 

detection, and compression. Indeed, the DWT is an efficient 

decomposition of signals into lower resolution and details. 

From the deterministic image processing point of view, DWT 

may be viewed as successive low-pass and high-pass filtering 

of the discrete time-domain signal [10]. In 2D image, the 

images are generally considered to be matrices with N rows 

and M columns. In wavelet transform, the decomposition of a 

particular image consists of two parts, one is lower frequency 

or approximation of an image (scaling function) and an other 

is higher frequency or detailed part of an image (wavelet 

function). Figure 6 explains Wavelet Filter decomposition of 

an image where four different sub-images are obtained; the 

approximation (LL), the vertical detail (LH), the horizontal 

detail (HL) and the diagonal detail (HH). 

 

 
Fig. 6 Wavelet Filter Decomposition 

 

VI.  COMPARISON OF COMPRESSION TECHNIQUES 
 

1)  Lossless Compression Techniques 

A. Huffman Coding 

TABLE 1 

 

The results in Table 1 show that entropy values lay between 

4.3 and 5.1. To compress a single character of 1 byte, this 

algorithm needs only 4-5 bits. Code efficiencies are greater 

than 98% for all the cases. Thus this algorithm can be 
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considered as an efficient algorithm [12]. According to the 

definition of the Code Efficiency, used code words can be 

further improved. 

 

B. LZW Coding 

TABLE 2 

 
A dynamic dictionary is used by this algorithm and gives 

good compression ratios for the source text files. The 

disadvantage is that the size of the dictionary got increased 

with the size of the file since more and more entries are added 

by the algorithm. Table 3 shows low efficiency, because lot of 

resources is required to process the dictionary. This algorithm 

gives a good compression ratio which lies between 30% and 

60% [12]. This is a reasonable value when it compared with 

the other algorithms. The compression ratio decreases as the 

file size increases, since the number of words can be 

represented by shorter dictionary entries. 

 

TABLE 3 Saving Percentages 

 
 Saving percentages of all selected algorithms are shown in 

Table 3. LZW Coding shows the best results and average 

values are given by Huffman Coding. 

The compression time is increased as file size increases.   

Compression times is average for Huffman approaches. The 

LZW algorithm works well for small files but not for the large 

files due to the size of the dictionary. Decompression times of 

all the algorithms are less than 500000 milliseconds except the  

LZW.   

 

2)  Lossy Compression Techniques 

 

For Lossy Compression, Compression Ratio (CR) and Peak 

Signal to Noise ratio (PSNR) are measured.  In Lossy 

Compression we analyse graphically various parameters like 

Compression ratio Analysis, PSNR Analysis and Saving 

Storage Analysis.  

 

  A) Compression Ratio Analysis 

 

 
Fig. 7. Compression Ratio Analysis 

 

B) PSNR Analysis 

 

 

Fig.8. PSNR Analysis 

C) Storage Saving Analysis 

 

Fig.9. Storage Saving Analysis 
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Our result demonstrates that DWT gives better compression 

ratio without losing more data of image. DCT defeats this 

inconvenience since it needs less handling force, but it gives 

less compression ratio [12]. DCT based standard JPEG uses 

blocks of images, but there are still relationship exits 

crosswise over blocks. Block limits are observable. Blocking 

artifacts can be seen at low bit rates. In wavelet, there is no 

compelling reason to block the image. It facilitates dynamic 

transmission of the image (adaptability).  
 

VII.  CONCLUSION 

In this paper, a comparative analysis is done for various 

compression techniques. Compression techniques for lossless 

compression includes huffman coding and LZW coding. LZW 

approach works better as the size of the file grows up to a 

certain amount, because there are more chances to replace 

identified words by using a small index number. However, it 

can not be considered as the most efficient algorithm, because 

it can not be applied for all the cases. Compression techniques 

for lossy compression includes DCT, DWT. Out of these, 

DWT is best and gives good compression ratio without much 

data loss. 
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