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Abstract :- Smart CCTV (Closed-Circuit Television) 

technology has increasingly been developed in the last few 

years to judge the situation and notify the  administer or 

take immediate action for security and surveillance 

motives. Earlier, the Difference Method 

(FDM),Background Subtraction Method (BSM), and 

Adaptive Background Subtraction Method (ABSM) is 

used for motion object detection but these methods could 

not recognize rapid scene changes or an object does not 

move relatively for a long time. To solve such problem , we 

proposed a novel moving object detection method which 

showed high performance with regard to  the MSE(Mean 

Squared Error ) and the accuracy of detecting the moving 

object contours compared to other existing methods. It 

also reduces the time complexity and provides the 

accuracy .It is also good for observation of many places at 

the same time with only a single CCTV system. 

Keywords  - Motion Detection, Video Frame, Background 

Difference, Embedded system Application. 

I. INTRODUCTION 

  

CCTV ordinance and its installation are progressively being 

used in public facilities and organizations, as part of an effort 

to prevent child-related sexual offense or common place 

criminal acts. The environments monitoring has been 

expanded to protect residents in places, such as elementary 

schools and other care facilities, and city parks. This system 

helps prevent crime and may aid in the solution of cases. Its 

role is also increasing in various forms . The domestic CCTV 

has been camera market in 2008 is increased by 1 trillion 

Korean won, according to the ‘2010  Report on Mining and 

Manufacturing’ issued by the Korea National Statistical office. 

In addition, CCTV has been used for purpose , such as crime 

prevention and the detection , influenced by the need for 

increased security. The British Market Research Firm IMS’s 

‘2009 Worldwide CCTV and video Surveillance Equipment 

Market Report’ expected that we would have approximately 

10% annual growth from $8.266 billion to $14.472  Billion in 

2014 [1]. CCTVs have been installed in places, such as public 

places, where people often come and go, and government 

buildings, where security is required, as well as private 

residential areas [2].Thus, smart CCTV technology ,using 

various attached sensors , judges the situation and notifies the 

administrator directly or immediately responds. Additionally, 

it takes a simple picture of an image, this basic feature of 

CCTV has been studied extensively [3]. The most importance 

technique of this smart CCTV related research is to track and 

analyze objects the images[4]. Thus, object-tracking 

technology used to target the human subjects which has been 

typically studied. The technology, which judge the current 

situation in real-time by analyzing the within behavioral 

patterns of the objects and its association with the surrounding 

environmental, has also been studied actively [5]. The core 

technology of smart CCTV analysis lies in detecting, 

analyzing, and tracking the object’s motion[6]. However, the 

object, which is the target to be traced, can vary, depending on 

the situation, such image size, orientation, and location, within 

consecutive frames. When the light’s color or course as image 

size, orientation, and trace the item, as it is perceived as 

another object, even though it is difficult to trace the item, as it 

is perceived as another object, even though it is same object as 

in the previous frames [7]. 

II.     LITERATUR SURVEY 

Motion object and Regional Detection Method using 

Block-Based Background Difference Video Frame 

quantitatively detectable moving object region by quickly 

creating a background image. This method could be used for 

cases that any background images does not exist or hard to be 

generated. This system is good for observation of many places 

at the same time with only a single CCTV system since it is 

especially robust to abrupt scene changes. 

 It is impossible for human to monitoring every moment, 

hence smart surveillance system is required for completing 

scalable smart video surveillance of inference framework in 

visual network is necessary. 

Hierarchical Ensemble of Background models for PTZ –Based 

Video Surveillance system   is based on the three components: 

background modeling, frame registration and object tracking. 

Hierarchical background model separate a continuous focal 

length of PTZ camera and partition it into fix length. In this 

way PTZ camera capture images through registration and a 

new robust feature is present for background modeling of each 

and every scene. Objects are tracking by using foreground 

extraction. The tracking outputs are feedback   PTZ controller 

by adjusting the camera. Properly to maintain the track object. 
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III. PROPOSED SYSTEM 

A. System Architecture  

Fig.1 shows system Architecture for Motion Object Detection 

System 

 System can start and stop camera using Opens functions 

also video recording takes place using Opens. 

 Image Comparison and Intrusion detection comparison- 

block based motion object detection method.  

 It can store mobile numbers for all the administrators / 

owners who need to be contacted in case of emergency. 

Also User can change camera using his mobile phone. 

 The system plays an alarm after detecting intrusion also 

user can play it again and again using its mobile phone.  

 The system keeps track/log of all the activities. Hence 

detailed record of messages received is maintained. Also 

a detailed track of all the activities (intrusion detection, 

etc.) is also maintained. 

  The system only responds to owners mobile numbers. 

Action received from any other mobiles will be rejected. 

 

 

  Fig 1.System Architecture for Motion Object Detection 

IV. MATHEMATICAL MODEL 

Let us consider S be a Systems such that  

S= {U,C,V,I,T,AC,AL,Ds,Ss}, 

where, 

U= {U1, U2, U3…….Un  | ‘U’ is a Set of all USERS } 

U is the users of the system. Users of the system may grow as 

the system is used by more and more people. User is infinite 

set. 

   C={C1,C2,C3 | C is the camera connected to PC 

   C is the cameras connect to pc. There will be finite set of 

cameras connected to system. 

     V={V1,V2,V3.....Van | V are the input videos used in the 

system} 

V is the videos used in the system. This video may increase 

day by day. This is infinite set. 

 

I={I1,I2,I3.... In | I are the input images } 
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I am the images used in the system. This video may increase 

day by day. This is infinite set. 

T={T1,T2,T3 | T is the technique used to process Input image. 

T is the technique used for image processing. This is a finite 

set. 

Ac={AC1,AC2,AC3 | AC is the action taken by system during 

intrusion} 

AC is the action taken by the system in case of intrusion in 

video. Actions are finite set. 

AL={A1,A2,A3...An | A is the audit log generated by the 

system} 

Each system event is captured as an audit log in system 

DS  = {USERINFO, AUDITINFO, | DS is a Set of data table for 

permanent storing of data on server } 

SS = { Images, Videos | SS is a Set of Storage Service } 

STORAGE SERVER will provide services for storing videos 

and images. As this set also has finite attributes, so this is also 

Finite Set.  

USERINFO = { CUSTOMER_ID, Password, FULL_NAME, 

Email ID, contact, DOB | USERINFO is a set for storing User 

Data } 

AUDITINFO = { AUDIT_ID, message,datetime,camera_id | 

AUDITINFO is a set for storing Audit} 

 

IV.    ALGORITHM 

Step 1:Resize image 300*300. 

Step 2: convert to gray scale image. 

   

Formula 

 

G(x,y) =0.299*Fr(x,y)+0.587*Fg(x,y)+0.114*Fb(x,y) 

   

Where, 

 G – gray scale 

 F – frame image 

 r, g ,b – it indicates Red, Green, Blue value, 

respectively, to the pixel corresponding to the position of x 

and y. 

 

Step 3: Divide the image into 5*5 block. 

Formula   Dn(x,y) = {1, |Wn(x,y) – Bn(x,y)|>tr 

       0, 

otherwise 

   

    Where – (x,y = 0,1,2,3……,N - 1) 

 

N – window block size 

n – number of blocks 

W – block corresponding to the current image 

B - block corresponding to the background image 

D – value of absolute difference between W and B 

 

Step 4: Comparing difference value with threshold value 

   

if 

 

 difference value <  threshold value =  Environmental Change 

 

else 

 

Intrusion detected. 

 

 
Fig 2 : flowchart of motion object detection algorithm 
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V.   EXPERIMENTAL RESULT 

 

Figure 3 shows the average memory usage, the second 

performance evaluation criteria of the four methods used in 

this experiment. In the case of FDM and BSM most of the 

total memory usage was used to store the previous frame or a 

background image. At this time, the image information stored 

is simply an 8-bit luminance value of the color image, and 

thus less memory was used then ABSM was used to store the 

background image but it uses a 24-bit image with R, G, B 

values, and thus used grater capacity then that of FDM or 

BSM that only store luminance value. The method proposed in 

this study divide the total memory usage into two parts: 

storing the background image and storing the change rate by 

block. The background image used at this time stores only the 

8-bit luminance value, and the change rate by block requires 

additional uses of memory ‘block X 4-byte integer’. 

Therefore, its memory usage is relatively more then for FDM 

and BSM but less than for ABSM. 

 
 

Outside (a) Outside(b) Inside(c) Inside(d) 

FDM 612.308 638.708 600.3 634.421 

BSM 613.21 633.276 613.4344 634 

ABSM 1409.45 1465.888 1321.02 13110992 

MSE 909.1 912.342 902.7 920.12 

Fig.3 avarage memory usage  vs  motion object detection system 

     

VI. CONCLUSION 

               

This paper proposed an effective way using the MSE Method 

of Motion Object Detection to reduce the memory usage and 

time complexity. Firstly we studied FDM,BSM and ADBSM 

method and then we proposed MSE algorithm. Finally ,we 

compared proposed system with existing system and the 

experimental results show that the proposed method greatly 

improved the accuracy of motion object detection system. 

Effective motion detection performance was evaluated 

experimentally. The method proposed in this study did not 

have much calculation in terms of arithmetic but showed a 

slight inferiority compared to the other three methods in terms 

of processing time and memory usage to store change rate. 
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