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Abstract:- Mortality is a continuous force of attrition, 

tending to reduce the population, a prime negative force 

in the balance of vital processes (Bhasin and Nag, 2004). 

Sample Registration System (SRS) serves as the only 

source of annual data on vital events on a full scale from 

1969-70 in India. Few studies have examined the trends 

and patterns of mortality across time and regions in 

India (Preston and Bhat, 1984). The Under 5 Mortality 

Rates (U5MR) can be seen to decrease by more than 

half from 1970 to 2017 but in contrast little is known 

about the mortality patterns of the older children (5-9) 

and young adolescents (10-14), and not many studies 

have been done on their changing trends (Masquelier et 

al., 2018). 

 

Using the annual data for the 5-14 age, the trend of 

decline in the mortality patterns is studied from 1970 to 

2013. The linear trend in the time series plot suggests 

analysis using time series models AR(p), MA(q), 

ARMA(p,q), Box- Jenkins ARIMA(p,d,q) and Random 

Walk with drift models to get the best fit to the trend of 

the data. The order of the time series models have been 

calculated by studying the ACF, PACF plots and the 

coefficients have been derived using the Yule-Walker 

equation matrix. An in-sample forecast of the years 

2014-17 are taken. The Mean Squared Error (MSE) and 

the Mean Absolute Percentage Error (MAPE) as a 

measure of accuracy is used to determine the best fit 

model. ARIMA(3,1,1) produced lower values making it 

the best-fit model.  

 

Out-of-sample forecasting was done for 2018-2025. 

The forecast value shows that at the current trend, 

India would have 0.03 deaths per 1000 population in the 

5-14 age group in 2025 showing that the government’s 

policies and health care interventions towards 

realization of the MDG4 goal is working positively. 
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I. INTRODUCTION 

 

Mortality Rate is a measure of the number 

of deaths (in general, or due to a specific cause) in a 

particular population, scaled to the size of that population, 

per unit of time, typically expressed in units of deaths per 

1,000 individuals per year. Among the components of 

population change, mortality plays a vital role in 

determining the size and influencing the age-structure of 

the population to certain extent. Indirect estimates by 

World Health Organization (WHO) and the Global Burden 

of Diseases Study (GBD) suggest that unintentional injuries 

account for 3.9 million deaths worldwide (WHO, 2008). 

Registration of births and deaths is an important source for 

demographic data for socioeconomic development and 

population control in developing countries.  

 

Sample Registration System (SRS) serving as the only 

source of annual data on vital events on a full scale from 

1969-70 marks the decline in Overall Crude Death Rate 

(CDR) from 15.7 in 1970 to 6.3 in 2017. The Infant 

Mortality rate (IMR) which is an important indicator of 

health status in the country has declined as well from 129 to 

33 in the same period. At urban level, the CDR changed to 

5.3 and in rural it has come down to 6.9. Several public 

health policies through time had varied implications in the 

declining mortality rates of women specifically, that can be 

seen to be 4.9 for urban female and 6.4 for rural in 2017. It 

is noteworthy that the CDR for female came to be lower 

than male for both urban and rural (Chaurasia, 2006). From 

1970 to 2016, the mortality of children younger than 5 

years decreased by more than half, and there are plenty of 

data regarding mortality in this age group through which 

we can track global progress in reducing the under-5 

mortality rate. By contrast, little is known on how the 

mortality risk among older children (5–9 years) and young 

adolescents (10–14 years) has changed in this time 

(Masquelier et al., 2018). This neglect is presumably 

associated with the fact that this is the age range in which 

the risk of mortality is lowest (Mathers, 2015). 

 

Three approaches can be outlined in studying and 

analyzing the trends in age patterns of mortality namely the 

Analytical (mathematical) approach, Empirical approach 

and Relational approach (Ewbank et al., 1983). Usually, 

analytical approach refers a parametric function 

 (            ) where x is the age variable and   ,   , 

….   are the parameters that provide a close estimate to a 

class of mortality experience. Heligman and Pollard (1980) 

proposed a descriptive “Law of Mortality” depicting the 

shape of human mortality with an eight-parameter model 

for all ages. In the empirical approach typical patterns are 

selected from real life tables and are used to generate 

models by different level of mortality within each identified 

pattern known as Model Life Table (MLT) and used for 

various purposes in circumstances where complete vital 

registration is not in action (Murray et. al, 2003). Sankrithi 

et al. (1991), developed a product form multivariate 

regression model (multiplicative exponential) with infant 

and child mortality as outcome and national economic, 

https://en.wikipedia.org/wiki/Measurement
https://en.wikipedia.org/wiki/Death
https://en.wikipedia.org/wiki/Statistical_population
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health, nutrition, education and demographic statistics as 

predictor variables with an advantage over sum form 

models which predicted negative mortalities for some 

nations. Hussein (1993), used two models, one with the 

natural logarithmic transformation of infant mortality time 

series and the other with successive differences to provide 

infant mortality projections for the period 1983 – 2000 in 

Egypt. Wong et al. (1997), annually analyzed birth and 

death data of infants in Hong Kong from 1956 to 1990 by 

aggregating the data into 7 consecutive quinquennia with 

the aim of developing statistical models to predict changes 

in the IMR. In a document that presents a Bayesian 

approach to forecasting mortality rates, an approach that 

formalizes the Lee- Carter method as a statistical model for 

all sources of variability, Pedroza (2006), used Markov 

chain Monte Carlo methods to fit the model and to sample 

from the posterior predictive distribution. In a work that 

aimed at comparing the performances of ARIMA, Neural 

Network and Linear Regression models for the prediction 

of Infant Mortality Rate, Purwanto et al. (2010), compared 

the models using performance measures such as Mean 

Absolute Error (MAE), Mean Absolute Percentage Error 

(MAPE) and Root Mean Square Error (RMSE), using the 

Infant Mortality Rate data collected in Indonesia during the 

years 1995-2008. In a study of predictive cause of death 

model for U5MR to accelerate the progress towards 

MDG4, Rao et al. (2010), analyzed over 1400 country 

years of vital statistics from 34 countries collected over a 

period of nearly a century, to develop relationships between 

levels of under-five mortality, related mortality ratios, and 

proportionate mortality from four cause groups: perinatal 

conditions, diarrhea and lower respiratory infections; 

congenital anomalies; and all other causes of death. 

 

Mortality Rate reflects a country‟s level of 

socioeconomic development and quality of life and is used 

for monitoring and evaluating population and health 

programs and policies. The age group of 5-14 can be seen 

to present the most variation in time determined by the 

Inter-Quartile Range, Variance and Coefficient of Variation 

of the 3-year moving averages of all the age group data. 

This study will mainly provide a statistical model for 

predicting the mortality rate for older children (5-9) and 

young adolescents (10-14) in India at any instant and also 

bring to the fore, whether or not India is able to achieve her 

target of significantly reducing the mortality rates. The 

study will provide policy makers with the evidence and the 

idea of possible future values of the rates, and thus help 

them to revise their childhood death intervention strategies 

so as to maintain and sustain the rates, or to reduce further, 

if the 2025 rate is found to be far from the target value. All 

these will ensure that Indian children are healthier and grow 

to realize their talents and potentials and thus help maintain 

a strong labour force for the future developmental programs 

of the nation. 

 

 

 

 

 

 

II. SOURCES OF DATA AND METHODOLOGY 

 

The increasing acuteness of the population problem in 

India and deficiencies in the statutory registration system 

have greatly intensified the need for quick and reliable 

estimation of fertility and mortality rates on the current and 

ongoing basis. The Sample Registration System (SRS) in 

India is the largest demographic survey in the world 

covering about 1.5 million households and 7.3 million 

individuals. It has continued to be the main source of 

information on the vital indicators both at the State and 

National levels since 1970. The SRS is the most regular 

source of demographic statistics in India. It is based on a 

system of dual recording of births and deaths in fairly 

representative sample units spread all over the country 

(Mahapatra, 2010). Also, to maintain the representative 

character of the sample and improve efficiency, the sample 

units of the SRS are periodically replaced, using the results 

of the latest population census. A total replacement of the 

sample has been made twice in the past, once during the 

years 1982-84, and again during the years 1993-95 (Bhat, 

2002). ASDR in 5-year age groups, starting from the 0-4 

group till the 70+ group, have been taken for each year 

beginning from 1970 till 2017. The 3-year Moving Average 

data has been taken from the “Compendium of India's 

Fertility and Mortality Indicators” available in Census India 

website. 

 

The Box-Jenkins (ARIMA) and the Random Walk 

with drift methods are used for the analysis.  The data 

available at hand was a non-stationary data which was 

converted to stationary form to be able to model it. Box and 

Jenkins (1970) recommends the differencing approach to 

achieve stationarity. KPSS test and ADF (Augmented 

Dickey-Fuller) test has been used to confirm stationarity. 

An Auto-Regressive process with lag of order „p‟ can be 

tried for fitting to begin with. The order of the lag is 

decided parsimoniously by PACF (Partial Auto Correlation 

Coefficient) plot of the data to see the number of significant 

levels. Similarly Moving-average plot is also done with a 

lag of order „q‟. The order of the lag in this model is 

decided by the ACF (Auto Correlation Coefficient) plot. 

The coefficients (weights) of these equations were 

calculated using the Yule-walker equation matrix. 

Proceeding further ARMA (Auto Regressive Moving 

Average) model was fitted of order (p, q) which was 

estimated earlier. Lastly ARIMA (Auto Regressive 

Integrated Moving Average) model was used with order (p, 

d, q), where „d‟ is the difference operator. The ARIMA 

procedure analyze and forecasts equally spaced univariate 

time series data, transfer function data, and intervention 

data using the Autoregressive Integrated Moving-Average 

(ARIMA) or autoregressive moving-average (ARMA) 

model. An ARIMA model predicts a value in a response 

time series as a linear combination of its own past values 

and past errors (also called shocks or innovations). Several 

combinations of „p‟ and ‟q‟ have been tried to get the 

model with minimum value of Akaike‟s Information 

Criterion (AIC), Akaike‟s Bias Corrected Information 

Criterion (AICC) and Bayesian Information Criterion 

(BIC). Random walk is a process where the current value of 
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a variable is composed of the past value plus, an error term 

defined as a white noise (a normal variable with zero mean 

and variance one). Algebraically, a random walk is 

represented as                 
 

III. RESULTS AND DISCUSSION 

 

The figure in Figure 1 is a plot of the year wise 

mortality rate of the 5-14 age group for India from 1970 to 

2013, otherwise known as observations and displayed as 

ordinates against equally spaced time intervals as abscissa, 

which is used to evaluate the pattern and behavior in the 

data over time. A visual inspection of the plot shows a 

downward trend, which may be indicating non-stationarity 

in the series data. 

 

A confirmation is sought by plotting the correlogram 

for the time series and shown in the Figure 2(a). The 

correlogram displays graphically and numerically the 

autocorrelation function (ACF) and the partial 

autocorrelation function (PACF) for the time series. The 

figure shows large significant ACF for the time lags which 

gradually decreases in size, but do not decay to zero (slow 

decay). The ACF thus shows a pattern typical of a non-

stationary time series. In the PACF plot, the partial 

autocorrelation at time lag 1 is close to one and the partial 

autocorrelations for the time lag 2 through 10 are close to 

zero which is also typical of non-stationary series. The 

series is transformed by               –        in order 

to stabilize the variance before proceeding with the model 

building. The ACF and PACF plot for the first differenced 

series, Figure 2(b) dies out relatively quickly which may be 

indicating a stationary process. 

 

 
Fig 1:- Trend plot of the 5-14 age mortality rate for India for Combined, Male and Fema 

 

 
Fig 2(a):- ACF and PACF plot for time series data of total population 
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Fig 2(b):- ACF and PACF plot for the 1

st
 difference data 

 

In addition to the observed flat level of the first differenced series Figure 2©, its stationarity is confirmed by the KPSS and 

(Augmented Dickey-Fuller) ADF tests. The KPSS test statistic with a p-value of 0.1 which is greater than the 5% level of 

significance does not reject null hypothesis that the first differenced series is level stationary. The ADF test also produced a p-

value of 0.014 which is less than the 5% significance level and thus rejects the null hypothesis that the first differenced series is 

non-stationary, hence confirming the stationarity. 

 

 
Fig 2(c):- 1

st
 difference and 2

nd
 difference series plotting 

 

The autocorrelation function (ACF) for the differenced data (Figure 2(b)) diminishes quickly indicating an autoregressive 

(AR) model. The PACF also dies down after 2 significant levels. Tentatively, different possible models with varying combination 

of parameters for the ARIMA(p,d,q) is fitted and the Akaike‟s Information Criterion (AIC), the Akaike‟s bias corrected 

Information Criterion with a correction (AICC) and the Bayesian Information Criterion (BIC) are used to select the best fit model. 

The results are tabulated in Table 1(a). A comparison of the AIC, AICC and the BIC values for the possible models shows that 

ARIMA (3, 1, 1) has the least AIC, AICc and the BIC values and is therefore selected as the best fit model for the data. Yule-

Walker equation matrix gives the coefficients of the parameters of the equation with their standard errors.  
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Table 1(a):- Table of AIC, AICc and BIC for possible fitted model 

 

The ARIMA(3,1,1) Model for the series is: 

 

                                             
           

 

The model accuracy is further checked using Ljung-

Box test and ACF plots of the residuals. A diagnostic of the 

residuals by the ACF shows that the ACF values are all 

within the 5% zero-bound - indicating that there is no 

correlation amongst the residuals. This plot is used as an 

indicator of the independence of the residual terms. The 

Ljung-Box test statistic with degree of freedom (df)=1 and 

p-value=0.8692 which is greater than the 5% level of 

significance does not reject the null hypothesis that the 

residuals are random and have no correlation. 

 

Figure 2(d) shows the plot of the (observed) time 

series data from 1970 to 2013, which was used for the 

modelling. From the figure, it can be observed that 5-14 

mortality rates in India were high in 1970 (i.e. 3.4 deaths 

per 1,000 live births), which decreased gradually over time 

to about 0.7 per 1,000 live births in 2013. The portion of 

the figure from the year 2014 to 2017 shows the in-sample 

forecast values by the ARIMA(3,1,1) model produced from 

the data with the 95% Confidence Interval for each of the 

forecast value. The values are tabulated in Table 1(b). 

 

 
Table 1(b):- A 95% Confidence Interval for the In-sample 

forecast values by ARIMA(3,1,1) model 

 

In using Random Walk with Drift Model, due to the 

non-stationarity in the time series data (5-14 Mortality 

Rates for India), it is just as good to predict the change that 

occurs from one period to the next i.e. the quantity    –    , 

as to directly predict the level    of the series at each 

period. This is because the predicted change can always be 

added to the current level to yield a predicted level. 

 

 
Fig 2(d):- In-sample forecast and fitting for ARIMA(3,1,1) 
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                           –           

where α is the mean of the first differences known as the 

drift parameter. 

 

This implies, 

              

 

The R statistical software was used for the analysis of 

this simple model, and below is the output from the 

analysis. The drift parameter α = -0.0642 with Standard 

Error (s.e.) = 0.0317. Thus, the Random Walk with drift 

model is: 

                    

 

The in-sample forecast values for Random Walk with 

drift model for the years 2013-17 are tabulated in Table 

1(c). Figure 2(e) shows the plot for in-sample forecast 

using the Random Walk model. 

 

 
Table 1(c):- A 95% Confidence Interval for the In Sample 

forecast Values by the Random Walk with Drift Model. 

 

 
Fig 2(e):- In-sample forecast and fitting for Random Walk 

 

After the in-sample forecast by each of the models, a 

forecast assessment was made to determine the best fit 

model among the two models. The visual inspection of 

each of the models shows that the in-sample forecast values 

of the Random Walk with drift model lie very close to 

those of the observed data values. A determination was 

therefore made between the ARIMA (3,1,1) and the 

Random Walk with drift model, using the Mean Squared 

Error (MSE) and the Mean Absolute Percentage Error 

(MAPE) statistics, the results of which are shown in Table 

1(d). The results of the forecast assessment for the two 

models show that, the ARIMA(3,1,1) produced 

comparatively lower values for both the MSE and the 

MAPE statistic. This indicates that the in-sample forecast 

values by the ARIMA(3,1,1) has lower deviations for the 

data values of that specified period. As a result, 

ARIMA(3,1,1) is selected as the best fit model for the 5-14 

mortality rates of India and it is used to make the out-of 

sample forecasting for the years 2018-2025, represented in 

Table 2.  

 

 
Table 1(d):- Results of Error Analysis of In-sample 

Forecast 

 

 
Table 2:- 95% Confidence Interval for the out-of sample 

forecast up to 2025 using both ARIMA(3,1,1) and Random 

Walk with drift model for Combined  Population 

 

Based on the objectives and the analysis of the time 

series data at hand, a conclusion can be drawn that of the 

different parameters of ARIMA model that were tried in  

modelling and the Random Walk with drift model that was 

used ARIMA(3,1,1) is the best fit model and out-of sample 

forecasting has been done as per Table 2. The conclusion 

has been made that the mortality rate for India in the age 

group 5-14 will stand at 0.03 per 1000 live births by 2025. 

Random Walk with drift model contrastingly predicts 

negative Mortality rate for males in 2025   of -0.01 which 

validates further in rejecting the model. This work has been 

extensively carried out and replicated for the same age 

group in the male and female population separately. The 

step wise procedure showed that ARIMA(3,1,1) is the best 

fit model for both male and female population thus giving a 

generalized time series model that is independent of the 

gender differentials and can be used for forecasting 
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mortality trends and patterns in India. The predicted 5-14 

mortality rate for males by ARIMA(3,1,1) model for 2025 

is 0.09 per 1000 live births and that for females is 0.06. 

Random Walk with drift model contrastingly predicts 

negative Mortality rate for males in 2025 of 0.33 which 

validates further in rejecting the model. Rate of decline of 

female mortality rates has been much faster and it stands at 

a lower index at present in comparison to males.  

 

ARIMA model takes into consideration a weighted 

value of the data at previous time points summed with the 

weighted values of residuals in the past time due to some 

errors (white noise) which makes it very suitable to adapt to 

changing conditions in time. A generalized statement can 

thus be made that the time series model proposed for fitting 

is independent of the gender differentials and in context of 

the mortality trends and patterns in India this model can be 

used for forecasting. 

 

IV. CONCLUSION AND SCOPE OF THE STUDY 

 

The study concentrates on modelling the mortality 

rates data using linear probabilistic time series models and 

doesn‟t take into consideration fitting non-linear models 

which might give better estimates. While ARIMA(3,1,1) 

can be seen to give the best results, it must also be noted 

that it does not take into account the socio-economic, 

climatic or political changes in the society, which also has a 

deep effect on the demographic parameters. Thus, beyond 

the extensive study, some more probe seems necessary. 

 

The decline in the forecasted values of the 5-14 

mortality rates for India by the ARIMA(3,1,1) model shows 

that the government‟s  policies and health care 

interventions towards realization of the MDG4 goal are 

actually working positively. The study has mainly focused 

on the total population of India. This study should be 

extended to include the urban and rural population and to 

study the gender differences in the mortality patterns. Non-

linear time series models and hybrid models can be 

incorporated to design a general model which can be 

independent of gender, and type of residence as well. 
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