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Abstract:- The size of informal organization 

information is expanding rapidly. All the different types 

of issues and problems are communicating in online 

social media platforms. This project tells us how to find 

out different types of issues going in social media. We all 

know that twitter is one of the social media platforms. 

So, Twitter is picking up prominence these days and the 

vast majority are utilizing this stage to communicate 

their conclusions. Slant investigation on Twitter is the 

utilization of breaking down the supposition of twitter 

data passed on by the client. The examination on this 

issue proclamation has developed reliably. So, this 

project aims to collect the all twitter data which is 

posted by the public users with organization 

hashtags.  By using Sentiment analysis we will find out 

the tweets which is a positive comment and which is a 

negative comment and which is neutral. Right now, plan 

to portray the systems embraced, the procedure and 

models applied, alongside a summed-up approach 

utilizing python. Conclusion examination expects to 

decide or quantify the frame of mind of the essayist 

regarding some subject. 
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I. INTRODUCTION 

 

The way we live, experience and express ourselves 

has changed dramatically over the past decade. Social 
mediums significantly changed how we communicate and 

talk to one another.  We are in an era where we can 

communicate our ideas to the whole world in just one shot. 

This is possible because of social media. Majority of us, in 

fact almost all of us use social networks every day to let our 

family and friends know what we are up to and try to be in 

touch with them and talk to them through those media. We 

express all the time. We want others to know what we are 

doing in our lives and we want to know what others are up 

to. We are habituated to express so much on social media 

that sometimes we express our emotions and feelings 

without prior thinking of the consequences that it will bring 
upon us. There is every chance that sometimes what we 

express and post can be easily misunderstood and trigger 

other groups of people leading to social disturbances. Out 

of many available social networking sites, Twitter is one of 

the most used social media for such purposes. 

 

Such tweets sometimes have the potential to cause 

legal issues and can cause reputation damage as well and 

no one can go through all the tweets of users to filter and 

sort them out as whether they are of any disturbance to 

anyone or not. So we use sentiment analysis on twitter data 

and find out tweets of users that can cause any social 

disturbance and can report directly to local police thereby 

trying to establish social stability.  

 

II. EXISTING SYSTEM 

 

Currently there is a certain framework for how the 
process of sentimental analysis takes place. Initially the 

static information that is available is separated from a web-

based life stage. The information that is extricated is now 

stored in a csv document or excel sheet which is then used 

for the program or application. Once after the data stored in 

excel sheet is processed then the filtration takes place. They 

are classified into positive, negative and nonpartisan. An 

extremity number exists that extends from -1 to +1. Using 

the extremity number the program or application decides 

the feeling of the post or the announcement. 

 The feeling is named positive, negative, neutral.  

 If polarity>0 , it means positive, 

 If polarity= 0, it means neutral , 

 If polarity<0, it means negative. 

 

 Disadvantages: 

 The client who is dissecting the announcements needs 

to experience the whole archive (csv record) to get by 

and large broad report. 

 The feelings are arranged uniquely into three 

classifications. 

 

III. PROPOSED SYSTEM 

 

Proposed system manages all types of performing 

limits very effectively via online electronics i.e., 

TWITTER. AS twitter will be having different types of 

posts  which forms a huge database. Tweets considering the 

small messages or posts will be in different types of 

languages, slang and also consists of wrong spells. Here, 

sentence formation level estimation assessment will be 

done. This has to be conceivable in 7 different phases. 

 
 Phase 1: Data has to be given as input  for the analysis 

process. Here, data indicates that will be username or it 

may be with hashtag. 

 Phase 2: And then, data with a huge amount will be 

shown which are to be analysed.Those are the tweets 

which are recouped from the database of the twitter. 

 Phase 3: By then in the third phase, those recouped data 

from twitter will be taken care in a data set. 

 Phase 4:  Tweets has to be dealt with it. This movement 

is performed before feature extraction. Getting ready 

advances consolidate clearing the URL, ousting stop-
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words, keeping up a vital good ways from mis-spells 

and different types of slang. Mis- spellings of data 
square will be avoided by supplanting constants with 2 

occasions.  

 Phase 5: Different of slang will contribute rich to 

tweet's opinion. 

 Phase 6: Consequently,  words of slang jargon will be 

kept to switch the slang words which occurs in tweets 

along with their related ramifications.  

 Phase 7: Next phase is the extraction of the feature. A 

vector of segmentation is formed maltreatment 

significant other choices. 

 

A. Default Out Come of Existing System: 
 Having the resultant in the form of bar graph and pie 

chart is very understandable . 

 There are the seven different categories which 

understands very well on the  emotions of the tweets. 

They are 1. strongly positive, 2. positive, 3. weakly 

positive, 4. neutral,    5. strongly negative, 6. negative, 

7. weakly negative. 

 Instead of putting away the information preceding the 

examination, we can get constant information by giving 

the data of hashtag or username from twitter to break 

down the tweets of an individual or a predefined 
hashtag. The proposed framework conquers the 

disadvantages of the overarching framework Now, it 

will be on our instructing set at that point, it is must  to 

remove supportive alternatives from data set which may 

be used in the strategy for order. Let it get the examine 

some of matter organization strategies which can help 

America in highlight extraction. 

 Tokenization: It is the method to break up the flood of 

substance in to a different words, pictures as tokens. 

These tokens will be disengaged with the white-spaces 

and also character will be em-phased. Tokenization will 

perform the investigation of tokens  to different parts to 
form a tweet structure. 

 URLs and client references are evacuated if client is 

keen interested on just examining the content of the 

tweet. 

 Punctuation of data will prints and number might 

expelled out. 

 Conversion to Lowercase: Tweets might be 

standardized by changing over it to lowercase which it 

makes the examination with an English lexicon simpler.   

 Rejection of stop words: In sentiment analysis some 

words are rejected when there is no meaning in it like is, 
it, they, like, was, there because there i no meaning in it.  

 

 

 

 

 

 

 

IV. IMPLEMENTATION 
 

Enter the data of the username or the hashtags and 

also the number of tweets which you want to dissect the 

tweets. Here are the stages of the implementation with 

appropriate result. 

 

Stage 1: Tweet cursor will extract the tweets from the tweet 

bundle with the given inquiry word. 

Stage 2: These extracted words will be given with the 

tokenization and then get cleaned where the accentuation 

mark, emoji’s, URLs, extra stop-words will be expelled 

out. 

Stage 3:  The above stages are which have been sent to the 
Naive Bayes Classifier for the investigation purpose. 

Stage 4: Thereafter, classifier will do the processing by 

highlighting and then pulled out the polarities to the each 

and every one which running from -1 to 1. 

Stage 5: Now every extremity will be given with particular 

tweet net extremity will utilized to arrange tweets into its 

particular classification. 

 

Result: The final result will be as expected as 

grouping of percentage of the given tweets in specific 

classification and also the pie chart will be delineate all 
classes that have arranged. 

 

 Implementing The Classifier:  

In implementing the classifier we have used is the 

NAIVE BAYES CLASSIFIER. It explains S is the 

sentiment and M is the messages. And also data set with 

video games audits are utilized. Separating all the surveys 

by the resultant score and isolating the models similarly 

between the scores -1 and 1.  

 

 Making Data Ready:  

It will set up the information by the tokenization, 
along with the cleaning of the information and then move 

to Bag-of-words. Then do the creation of the element 

vector for each of the record. All the words will tally with 

the recurrence of many of times token has been showed up 

in each archive. Here the number of segments will tokens 

that novel in assortment of archives. Number of lines are 

the complete reports of the entire assortment now changing. 

 

 Building:  

For the recognition of the patterns which are used for 

the classification and regression analysis, Naive Bayes 
Algorithm is used. The extracted data will get pre-

processing  and then classified into keyword related tweets. 

Groups will be classified and predicted by the keywords 

according to the user group. Under theese classification, 

same type of the clusters will be divided into groups. A 

negative classification will be formed for all the negative 

tweets by clustering.  And positive classification will be 

formed for all the positive tweets.  
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Fig 1:- architechture 

 

V. RESULTS 

 

When we enter the require organization Hashtag then we can see the tweets in the twitter and then we can calculate the 

feelings of the tweets by using text analysis. Finally, after calculating all the feelings of the tweets then tweets are displayed in the 

screen for the particular hashtag along with that at the end it will show this tweet is positive or negative. If positive or neutral it 

shows "0" if Negative it shows "1".after that all the data is stored in the database separately. 
 

 

Overall score point: Topic #iphone10 
 

Overall Polarity Calculation 

Mixed 5.436573% 

Polarity Calculation 

Positive Polarity 5.107084% 

Negative Polarity 2.306425% 

Neutral Polarity 1.8121911% 

Table 1:- Different types of Polarity and Calculation 

 

 
Fig 2:- The relation between the positive, negative and neutral tweets percentage of people's thoughts. 
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VI. CONCLUSION 
 

If the public tweet anything in twitter by using the 

organization username or organization Hashtag we can 

easily find the tweets and we can easily extract the tweets. 

Before evaluating the tweets we need to check the internet 

connectivity because the entire project is totally based on 

internet and social media. We will apply Naive Bays 

Algorithm to classify the tweets into two categories i.e. 

which is positive and Neutral or Negative. After evaluating 

the tweets we can segregate into three categories and stored 

in data set like all the positive or neutral tweets in one 

block and Negative tweets in another block.  

 

VII. FUTURE WORK 

 

The way we live, experience and express ourselves 

has changed dramatically over the past decade. Social 

mediums significantly changed In Future I am expecting to 

do this Sentiment Analysis using Social Media Data like 

Instagram, Facebook, LinkedIn, Tiktok etc... With other 

languages except for English and also I will try to 

implement to find out the username along with the tweets 

and also I will try to find out the different types of tweets 

for different organizations at same time. 
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