
Volume 5, Issue 11, November – 2020                                  International Journal of  Innovative Science and Research Technology                                                 

                                        ISSN No:-2456-2165 

 

IJISRT20NOV565                                                                 www.ijisrt.com                     749 

A Novel Approach for Detection of Pneumonia on 

Edge Devices Using Chest X-rays 
 

 
 

Abstract:- Pneumonia is the single largest infectious 

disease claiming the lives of 2.5 million people, including 

672,000 children in 2019 alone. The mortality rate can be 

significantly reduced if early detection followed by 

proper treatment is made available. Our project aims to 

make early detection of pneumonia possible in remote 

and rural places that lack proper access to skilled 

radiologists. The diagnosis of this disease is 

predominantly done by studying chest X-rays. We built 

an application that can detect pneumonia by scanning 

chest X-ray images on mobile phones. We developed a 

convolutional neural network to detect pneumonia in 

chest X-rays. We converted the neural network into a 

TensorFlow Lite model to integrate it into an edge device 

application to enable on-device inference. Through this 

application, we also propose to help governments 

identify areas with high infection rates by collecting 

location data points of users. 
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I. INTRODUCTION 

 

Pneumonia is an acute respiratory infection that is 

caused by bacteria, viruses, or fungi. Though it is easily 

curable, the inability to detect the infection at its initial 

stages and access to proper treatment can be life-threatening. 

In 2017, 2.56 million people died from pneumonia around 
the globe, a third of whom were children [1]. It was reported 

by UNICEF that pneumonia kills more children than any 

other infectious disease, taking the lives of over 800,000 

children under the age of five every year [2]. Approximately 

half of these early childhood deaths from pneumonia are 

estimated to result from lack of or delay in appropriate 

diagnosis and treatment [3]. Therefore, there is a critical 

need for computer-aided diagnostic research and 

development to reduce mortality associated with pneumonia 

[4]. Chest X-rays are primarily used for the diagnosis of this 

disease [5]. However, the lack of qualified medical 
professionals to read and analyze the X-rays in remote and 

rural areas makes early detection of pneumonia difficult [6]. 

 

A significant amount of research has been done on 

building convolutional neural networks that can detect 

pneumonia [7] [8] [9] [10]. The very high computational 

power they demand renders them inefficient to be 

implemented on mobile phones. In our project, we built a 

TensorFlow Lite model for efficient on-device inference. 

We developed an end to end solution by converting our 

neural network to a TensorFlow Lite model and integrated it 

into an application that can detect pneumonia throughedge 

devices. Since the TensorFlow Lite model doesn’t require an 

internet connection, this application can be used in remote 

areas where network connectivity is not strong. The paper 
also discusses the idea of collecting the user’s location to 

help governments identify areas with high infection rates to 

take remedial measures. The measures can be toset up 

immunization camps and to send appropriate medicines to 

the areas affected. 

 

According to Indian Cellular and Electronics 

Association, the number of smartphone users in rural India 

will rise from 500 million smartphone users in 2019 to 820 

million smartphone users by 2022 [11] [12]. This implies 

that about ninety percent of rural India will own a 

smartphone by 2022. This makes the idea of using on-device 
detection of pneumonia in rural health care promising.  

 

II. METHODOLOGY 

 
A. Data  

The data used for this project are Chest X-ray Images 
(Pneumonia) taken from Kaggle [13]. The Chest X-ray 

images (anterior-posterior) are of paediatric patients aged 

between 1 and 5 years old. The dataset is appropriately 

chosen as it is observed that the majority of the infected 

population are children aged below 5 years. It contains 

annotated images of two categories: Pneumonia and 

Normal. A total of 5,856 images are divided into training 

(5216 images), testing (624 images), and validation (16 

images) data sets in .jpeg format. We augmented the entire 

dataset by rotating, zooming in, and changing the width and 

height shift ranges. 

 

 
Fig. 1. Left image is an x-ray of a child with normal lungs. 

Right image is an x-ray of a child infected with pneumonia. 
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TABLE I. Details of operations performed on the dataset 

Operation Value 

Rotation range 10 

Zoom range 0.1 

Width shift range 0.1 

Height shift range 0.1 

 

B. Data Preprocessing 

To pre-process the data, we converted the RGB images 

to grayscale images and re-sized them to 196x196 2-D 

images. It was observed that a class-imbalance problem 

existed in the training dataset where there were more 

positive pneumonia cases than normal cases. To correct this 

problem we  augmented the normal case images by 

resampling. The final size of the training dataset is 7557 

after resampling [Fig. 2]. 

 

 
Fig. 2. Left image is the distribution of training data before 

resampling. Right image is the distribution of training data 

after resampling. 

 

C.   Convolutional Neural Network Model 

Our model takes Chest X-ray images as input and 

outputs one of two results which are "Pneumonia" and 

"Normal", along with the confidence level of the output. The 

CNN model consists of five convolutional blocks, each 

block consisting of two convolutional layers followed by 
one max-pooling layer which extracts patches from input 

feature maps and outputs only the maximum value present 

in each patch while discarding the remaining values [14], 

effectively down-sampling the dimension of the feature 

maps. The five convolutional blocks are followed by a 

flatten layer which transforms an n-dimensional tensor into 

a 1-dimensional tensor [15]. The output of the flatten layer 

is connected to a dense layer in which every input is 

connected to every output [14]. The dense layer is followed 

by a dropout layer which aids in preventing overfitting. A 

dropout rate of 0.5 is chosen as it is optimal for a wide range 

of networks [16]. The model is concluded with a final dense 
layer with two output nodes, as there are two output classes. 

 

In our model, the convolutional layers in the first and 

second blocks have 8 and 16 filters respectively. The ones in 
the third, fourth, and fifth blocks have 32, 64, and 128 filters 

respectively. This is because the responses from the filters in 

the first hidden layer measure certain attributes of the input. 

Hence the feature map from the first hidden layer is much 

richer than the input, representing higher-level abstract 

concepts. Therefore the second hidden layer which feeds 

from the first hidden layer needs to have an even larger 

number of filters to be able to properly measure the now 

richer projection of the input through hidden layer 1. 

Intuitively, the initial layers detect edges, the next layers 

combine them to detect shapes and the final layers merge 

this information to make inferences about the image. 
 

 
Fig. 3. Architecture of CNN consisting of five blocks. Each 

block consists of two convolutional layers and one max-

pooling layer. The five blocks are followed by a flatten 
layer, a dense layer, a dropout layer and a final dense layer. 
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Fig. 4. Process Pipeline 

 

The Activation Function used is "Relu" throughout the 

network except for the last layer where it is "Sigmoid" as it 

is the commonly applied last layer function for the task of 
binary classification [14].  We used the Binary Cross-

Entropy loss function and Adam optimizer with an initial 

learning rate of 0.001 with a decay of 1e-5 for each epoch.  

 

III. DEEP LEARNING INFERENCE IN THE EDGE 

 

For areas such as healthcare, the most important aspect 

that should be considered while building technologies and 

applications is to reduce the turnaround time and provide 

real-time diagnoses. To enable this, we have incorporated 

on-device inference to make real-time detection of 

pneumonia possible. In our project, we use edge devices 
(smartphones) to collect X-ray images from the user and 

classify the X-ray as “Pneumonia” or “Normal” with the 

help of the pre-trained neural network. The usage of 

smartphones as edge devices to make inferences [17], 

facilitates the detection of pneumonia in real-time, thereby 

reducing the turnaround time in areas where access to 

medical imaging experts is scarce. 

 

A. TensorFlow Lite 

TensorFlow Lite is an open-source deep learning 

framework that enables on-device machine learning 
inference with low latency and small binary size. It is 

designed to perform high computational machine learning 

algorithms on edge devices and hence improving latency, 

privacy ,and power consumption.  

 

TensorFlow Lite contains two main components - the 

interpreter and the converter. The converter does the job of 

compressing and optimizing the trained neural network. The 

Interpreter provides inference at the edge devices such as 

mobile phones. In our project, we built a convolutional 

neural network using TensorFlow and trained it with the 
dataset on our computer. The trained neural network is then 

converted  into a TensorFlow Lite model to make on-device 

inference possible. 

 

 

 

B. Implementation 

In the project, we built a mobile application with 

Android Studio 4.1.0. We converted the trained TensorFlow 
model to a TensorFlow Lite model with the help of the 

converter function. The  TensorFlow Lite model is binded to 

the application. This application takes in an X-ray image 

from the mobile camera and converts it into a grayscale 

image and resizes it into a 196x196 image before loading it 

into the TensorFlow Lite model. The application tags the X-

ray image as either “Pneumonia” or “Normal” with a 

confidence level that helps the user decide if the X-ray 

belongs to an infected patient or not. Along with the 

detection of pneumonia, we also propose to collect the 

location data points of the users who test positive to help 

governments make data-driven decisions to slow the spread 
of the infection. Government agencies can educate people 

about the symptoms of pneumonia and can set up 

immunization camps. Seasonal outbreaks of the disease can 

also be identified with the data collected.   

 

 
Fig. 5. UI of the application on the Edge Device 
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IV. EXPERIMENTAL RESULTS 

 
To study the performance of the convolutional neural 

network, we recorded the F1 score, recall, precision and 

accuracy. In the equations below, tp is true positives, tn is 

true negatives, fp is false positives, and fn is false negatives. 

The confusion matrix is as shown [Fig. 6]. 

 

Precision = tp / (tp+fp) 

 

Recall = tp / (tp+fn) 

 

F1 score = 2*Recall*Precision / (Recall+Precision) 

 
Accuracy = (tp+tn) / (tp+fp+tn+fn) 

 

The recall of the model is 97.4 percent, the precision is 

90.47 percent, the F1 score is 93.8 percent and the accuracy 

is 91.98 percent.  

 

 
Fig. 6. Confusion matrix of test data 

 

V. CONCLUSION 

 

Pneumonia is a disease that is caused because of fluid 

or pus accumulation in the lung sacs. Children under the age 

of 5 are more susceptible to this disease as their immunity is 

not strong enough to fight the infection. Pneumonia is one of 

the leading contributors to the mortality rate in developing 
countries which have a large number of remote areas and 

where access to hospitals and skilled radiologists is scarce. 

The most common way to detect pneumonia is through 

identifying opacity in chest X-rays which indicates the 

presence of liquid or pus in the lung sacs.  

 

Our project aims to provide means for early diagnosis 

by making real-time detection of pneumonia more 

accessible in remote areas using on-device inference. We 

built a convolutional neural network that was trained on 

chest X-ray images of children aged below 5 years. The 

CNN detects the presence of pneumonia in chest X-rays. 
The accuracy of the model was 91.98 percent and the recall 

was 97.4 percent. Though the accuracy is less, the high 

recall suggests that the model gives fewer false negatives 

which can help lower the risk to the patients’ lives[17]. To 

make inference through the convolutional neural network 

possible on edge devices such as smartphones, we convert it 

to a TensorFlow Lite model. The TensorFlow Lite model 

enables on-device machine learning possible because of low 
latency and small binary size. We built a mobile application 

that takes Chest X-ray as input and labels the chest X-ray as 

either “Normal” or “Pneumonia” with the help of the 

TensorFlow Lite model that is binded with the application. 

The model also specifies the confidence level with which 

the prediction is made, which helps the user decide further 

course of action. We also propose to gather the location data 

points of the users to help governments locate places that 

have high infection rates. This can help the government to 

make data-driven decisions to set up immunization camps 

and spread awareness about the disease. The data can also 

be used to take precautions to curb seasonal outbreaks of the 
disease.  

 

This application will help the world fight pneumonia 

by making early and real-time detection of the disease 

possible. The increase in the number of smartphone users in 

rural regions [18] gives us reason to believe that this 

application can be widely used for the early detection of 

pneumonia. 
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