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Abstract:- People having hearing and speaking disabilities 

will have problems communicating with other people. 

This creates a gap between them. To avoid this problem, 

they use some special gestures to express their thoughts. 

These gestures have different meanings. They are defined 

as “Sign Language”. Sign language is very important for 

deaf and mute people because they are the primary means 

of communication between both normal people and 

between themselves. It is most commonly used for people 

with talking and hearing disorders to communicate. In 

this application, we present a simple structure for sign 

language recognition. Our system involves implementing 

such an application that detects predefined signs through 

hand gestures. For the detection of gestures, we use a 

basic level of hardware components like a camera, and 

interfacing is needed. Our system would be a 

comprehensive User-friendly Based application built on 

Convolutional Neural Networks. The hand gestures are 

recognized by three main steps. First, the dataset is 

created by capturing images and these images are 

preprocessed by resizing, masking, and converting RGB 

into grayscale images. Secondly, after creating the dataset, 

we have to train the system using the Convolutional 

Neural Network, and using the trained classifier model 

the given sign is recognized. Thus, the recognized sign is 

displayed.  We expect that the overall method of this 

application may attract technophiles with an extensive 

introduction in the sector of automated gesture and sign 

language recognition, and may help in future works in 

these fields. 

 

Keywords:- Convolutional Neural Network ;  Preprocessing ; 

Sign Language ; ReLU. 

  

I. INTRODUCTION 

 

Around 20-45% of people all over the world suffer with 

hearing and speaking disabilities, and about eight per 20,000 

of the global population become deaf and dump before 

learning any of the language. This creates them to start their 
own countries’ sign language as their foremost means of 

communication. According to topical data of the World 

Federation of the Deaf, there are over 70 million sign 

language users in the world, with over 300 sign languages 

across the globe. Contrary to common thoughts, not all 

people who speak with the help of sign languages are able to 

read and understand the normal texts as non-disabled people 

who use them, which is due to the differences in sentence 

syntax and grammar.  

 

Sign Language is the means of visual communication, 

where they use expressions, hand gestures, and body 

movements as the means of communication. Sign language is 

significant for people who suffer from difficulty with hearing 

or speech. Sign Language Recognition refers to the 

transformation of words or alphabets into gestures into 
normally spoken languages of their own locality. Thus, the 

transformation of sign language into words or alphabets can 

help to overcome the gap existing between impaired people 

and the rest of people around the world. 

 

A. PROBLEM DOMAIN 

Existing systems deal with many problems. ASL 

alphabet recognition is a challenging task due to the 

difficulties in hand segmentation and the appearance of the 

variations among signers. The color-based systems also suffer 

from many challenges such as complex background, hand 
segmentation, large inter-class and intra-class variations. 

These all mechanisms have a practical limitation because it is 

necessary to use costly extra hardware for getting data for 

sign recognition. 

 

The existing dynamic sign language recognition 

methods still have some drawbacks with difficulties of 

recognizing complex hand gestures, low recognition accuracy 

for most dynamic sign language recognition, and potential 

problems in larger video sequence data training. The static 

sign language recognition is hard to deal with the complexity 
and large variations of vocabulary set in hand actions. So, it 

may make a misunderstanding of some significant variations 

from signers. Dynamic sign language recognition also has 

challenges in dealing with the complexity of the sign 

activities of finger motion from the large-scale body 

background. Another difficulty facing is the extracting of the 

most discriminating features from images or videos. Besides, 

how to choose an appropriate classifier is also a critical factor 

for producing accurate recognition results. 

 

Over a period of time, in the marketplace, there are a 

variety of products that are capable of converting the signs to 
text. For example, a wearable glove is able to translate the 

Indian Sign Language, but the device would need to 

recognize both the static and dynamic gestures in ISL. While 

standard neural networks can classify static gestures, they 

cannot be used for classifying dynamic gestures. In dynamic 

gestures, the reading at each time point is dependent on the 

previous readings resulting in sequential data. Since standard 

neural networks require that each reading be independent of 

the other readings they cannot be used for the classification of 

sequential data. Under the exact context of symbolic 
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expressions of deaf and dumb people is a challenging job in 

the real life unless it is properly specified. 
 

B. PROPOSED SYSTEM 

Communication is a big part of everyone’s day-to-day 

life. People with the inability to speak use different modes to 

communicate with others, one such widely used method of 

communication is sign language. Developing sign language 

translation applications for deaf people can be very 

beneficial, as they will be able to communicate easily with 

even those who don’t understand sign language. Our project 

aims at taking the basic step in interlacing the communication 

gap between normal people and dumb people through an easy 

sign language recognizer. 
 

Sign language translation has always been an 

engrossing area in Machine Learning. Sign languages have 

multiple articulators like hands, shoulders, or even parts of 

the face. Due to these facts, none of the sign language 

translation techniques can have an accuracy of 100%. But the 

need for them makes this field a highly researched area at all 

times. by the success of deep learning technology, it has 

proven to have a higher recognition accuracy than the 

traditional methods. From many surveys, it has been 

concluded that Deep learning can be a better solution for 
many of the sign language detection shortcomings. By 

considering several other facts like convenience and cost-

effectiveness, methods that are based on CNN serve better for 

sign language interpretations. 

Sign language translation based on CNN methods is 

basically about training the model with a sign language 

dataset and thus creating a classifier model that detects the 

signs. Different countries have various sign gestures. Sign 

gestures can be either hand gestures alone or a combination of 

facial expressions and hand gestures. It is difficult to segment 

the face and hand in cases where the background is noisy. 

And also differentiating facial expressions is another big task. 
Hand gestures can be performed either by one hand or two 

hands. In some situations, the dual hand systems can make 

confusions and affect predictions. Signs are of two types: 

Isolated sign language and Continuous sign language. Hand 

tracking is a challenging task in the continuous model. 

Considering all these in this project, we will use an isolated 

one-hand gesture recognition technique and a new self-made 

gesture dataset is created for the proposed system. In this 

project, the recognition of hand gestures is done with the 

usage of Convolution Neural Network. 

 
Using CNN is well-liked due to three important factors: 

 The features are learned directly by CNN. 

 CNN enables building on pre-existing networks. 

 CNN produces highly accurate recognition results. 

 

This approach gets images from a good quality camera 

and pre-processing steps are performed for the images. These 

images are given to a convolution 2D network for feature 

extraction. Based on the features extracted the Conv2D 

network is trained. Thus, we get a trained classifier model 

that distinguishes different sign gestures. Now the system can 
be used for detecting various signs shown by signers. 

Respective words are displayed on the screen for each sign 

gesture. The detailed explanations of the system are given in 

the coming section of this paper.  Section 2 shows the overall 
block diagram of the proposed system and Section 3 deals 

with the detailed working of the system. 

 

II. SYSYTEM ARCHETECURE 

 

 
Fig. 1. Block diagram 

 

In the training phase sign images are captured and pre-

processed. Its output is given as the input for CNN training 

and thus a classification model for sign recognition is 

generated. In the recognition phase, the user shows signs in 

front of the camera from which the images are captured and 

pre-processed, and given to the trained classifier model. Thus, 

predictions are made and the result is displayed to the user on 

the monitor. 

 

III. WORKING EXPLANATION 
 

The overall process can be classified into four different 

phases: 

A. Dataset creation phase 

B. Training phase 

C. Sign recognition phase 

 

A. Dataset creation phase 

Image capturing is an integral part of the image 

processing system. For this, we are using a good quality 

webcam. First, we need to import all needed modules for 

accessing the webcam and capturing gestures. We should 
give a label for each sign and then the sign capturing starts. 

The captured images are given for a pre-processing step. This 

is done by resizing, masking, and color conversion. Separate 

image folders are created for training and testing. For each 

sign, we captured 400 images of which the first 350 images 

are stored in the training set and the remaining 50 stored in 

testing. 
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Fig. 2. Data created for the sign “food” 

 

B. Training phase 

After the dataset creation, we need to train the dataset 

on the convolutional neural network model. For this, we 

import Keras libraries and packages. The procedure for 

building a convolutional neural network (CNN) involves four 

major steps. 

Step - 1: Convolution 

Step - 2: Pooling 

Step - 3: Flattening 
Step - 4: Full connection 

 Convolution: This is the first layer that is used to extract 

several features from the input images. We are using a 

sequential neural network model that contains a sequence 

of layers. Since we are working with sign images which is 

a 2D array, here we are using Convolution 2D with 32 

numbers of 3×3 filters and color images of 64×64 

resolution. The activation function we used here is rectified 

linear activation function (ReLU). 

 Pooling: This is mainly done to downsize the images. We 

used max pooling with a window size of 2×2. 

 Flattening: We need to convert the pooled images into a 

continuous vector form. So, we are using a flattening 

function. What happens is that the images in a two-

dimensional array form are converted into a one-

dimensional vector form. 

 Full connection: The result after the flattening step is 

given as the input to this fully connected layer. These 

layers are placed before the output layer. The 

classification process begins to take place at this stage. 

There is a chance for overfitting in the training dataset. 

Overfitting takes place when a model works so accurately 
on the training data which reduces the performance of the 

system when tested with new data. So, a dropout of 0.5 is 

used here. An activation function of SoftMax is used in 

this case as it involves multi-class classification. 

 

The training dataset is given to the CNN model for 

training with an epoch of 25 and the steps in each epoch are 

800. The test dataset is validated then. Now the classifier 

model is ready to recognize different sign gestures. 

 

C. Sign recognition phase 

Now the trained classifier model is loaded and Images 
are captured live. These images are preprocessed and saved. 

These images are given for prediction. There the image is 

converted to an array for comparison. Sign with the highest 

match is recognized. The respective sign label is then 

returned. 

 
Fig. 3. Recognition of  the sign “food” 

 

IV. HARDWARE REQUIREMENTS 

 

 Processor: i5 

 RAM: 8 GB 

 Hard Disk: 500 GB 

 

V. SOFTWARE REQUIREMENTS 

 

 Python 

Python is a general-purpose programming language that 

may be used for a variety of tasks, including back-end 

development, software development, and writing system 

scripts. Python 3.9 was used in this project. 

 

 OpenCV 

Open-Source Computer is an open-source computer 

vision and machine learning software library that is used to 

provide a common infrastructure for computer vision. 

 

 TensorFlow 
TensorFlow is a free open-source software library that 

is used in machine learning. It is a math library based on data 

flow and differentiable programming. 

 

 Keras 

OpenPose Keras is an open-source software library that 

gives a python interface for the TensorFlow library. 

 

VI. CONCLUSION 

 

People with speaking and hearing disabilities face much 
indignation and discouragement that limit their ability to do 

day-to-day tasks. It is proven that dumb and deaf people, 

especially impaired children, have a greater chance of 

behavioral and emotional disorder in the way others 

discriminate against them. This causes people with such 

disabilities to become introverts and resist social connectivity 

and face-to-face communications. Unable to communicate 

with family and friends can affect their self-esteem and this 

leads to isolating deaf and dumb people from society. Due to 

this, they lack social interactions, and also communication 

skill is also a huge barrier for the deaf and dumb. From this 
application, we have tried to conquer some of the major 

problems faced by disabled persons in terms of talking. The 

result was that people on the other side are not able to 

communicate what these persons are trying to say or what is 

the message that they want to convey. 
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Our application will help those who want to learn and 

communicate in sign languages. With this, a person will 
quickly adapt various gestures and their meaning as per the 

predefined signs. They can quickly learn which gesture to use 

for each sign. A user need not be a literate person if they 

know the action of the gesture, they can quickly form the 

gesture and an appropriate assigned character will be shown 

onto the screen. These predefined gestures are formed by 

training the system with CNN. Firstly, a dataset is created. 

The images of gestures are captured. 

 

These captured images are preprocessed. About 400 

images are taken for each gesture in which 350 images are for 

the training set and the rest 50 are for the test set. After 
forming the dataset, the training is done for recognizing the 

gestures. The training is done through the Convolutional 

Neural Network. In CNN, the process is run through mainly 

four layers: 1.convolution, 2.pooling, 3.flattening and 4.full 

connection. After training the gestures, the trained classifier 

model is loaded. Images captured as live will undergo 

resizing, masking. These images are then given for 

prediction. These images are converted to an array. Thus, the 

sign with the highest match is recognized. Finally, the output 

will be displayed. As a result, the suggested algorithm is 

robust. Experiments have proven that the procedure works 
and that it produces the desired result, as well as a proper 

alert. 
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