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Abstract:-  Large amounts of text data is generated on a 

daily basis through social media posts, reviews, emails, 

blogs and search queries etc. Most of this text data is 

unstructured. To help make sense of this large amount of 

text data we need keyword extraction which helps in 

obtaining the important word(keywords) or important 

phrases(key phrases) without having to go through all the 

text data ourselves. 
 

However over the years it has been found to be quite 

difficult to extract keywords from short text (text 

spanning across one or maybe two sentences) and many 

of the traditional methods such as classification, RAKE, 

TextRank and TF-IDF have been found to be not as 

effective as we would wish them to be. In this paper, we 

compare the traditional methods and also propose an new 

Neural Network based algorithm, such as the sequence to 

sequence based encoder-decoder model which we show in 

this paper, for better keyword extraction form short text. 

We conduct some preliminary application based 

investigation on some sentences, which show the 

superiority of neural network method and can also form 

the basis of future research. 
 

Keywords:- extraction, text, data, short text, neural network, 

NLP. 
 

I. INTRODUCTION 
  

Since the dawn of Data Science the topic of language 

processing and text classification, keyword extraction have 

been of extreme interest and study because of their usefulness 

and because they have immensely important secondary uses 
in apps and websites, which use NLP and keyword extraction 

for the working of their application. Examples include but are 

not limited to Twitter, Reddit, Instagram, Facebook etc 

.Apart from companies these keyword extraction methods 

help fuel a lot of research and industries.  
 

With the increase in amount of textual data being 

generated every year, it has become more important to find 

important pieces of text and difficult to find the important 

information and ignore that which is of less use. 
 

The process of finding or differentiating the most 

important words in a corpus, document, paragraph or 

sentence, that helps us in gaining information about the text 

in a more efficient way is keyword extraction. It helps in 

recognizing the main topics or summarize the textual content. 

Keywords extraction is a critical issue in many Natural 

Language Processing (NLP) applications and can improve 

the performance of many NLP systems.  Since most of the 
data generated(more than 80 percent) is unstructured, it 

becomes difficult to analyze it efficiently. It helps in 

overcoming inconsistencies, and helps reduce the time that 

would have otherwise gone in going through vast amount of 

textual data, while trying to find meaning in social media 

posts, articles etc., in real time .Now the question appears 

how are we to extract keywords from a short text, since it has 

limited context and doesn’t necessarily follow the syntax of 

written language There are many different approaches to 

keyword extraction, from Statistical approaches such as TF-

IDF, RAKE, to Graphical approaches such as TextRank and 
then the newer versions which we wish to introduce are 

neural network based such as our Bidirectional Encoder 

Decoder Model. 
 

II. LITERATURE SURVEY 
 

A. Statistical Approaches 

TF-IDF: Term Frequency – Inverse Document Frequency 

is a frequency based statistical approach in which we assess 

the importance of a word in particular textual data whether it 
be a corpus, document or a paragraph. In this the value of a 

word is corresponds to the number of times it appears, which 

is then counterbalanced by the number of documents that 

contain the word. Hence extremely common words lose 

significance since they appear frequently in many documents. 
 

TF – Term Frequency is related to the number of times 

a particular word appears in a document  
 

IDF- Inverse Document Frequency is related to the 

number of documents that contain a certain word, i.e. how 

common a word is in the corpus. 
 

The algorithm helps decode the textual data by creating 
a vector corresponding to each word. 

 

However the algorithm is not perfect and does have 

certain setbacks, the problem with the statistical approach is 

that it heavily relies on frequency and hence in this case the 
ind of corpus that is available influences the keyword 

extraction process negatively more so in the case of keyword 

extraction from short text. Also considering that most 

applications that will want to extract keyword extraction 

from short text will have short text that is generated at 

random by the user and is unpredictable, hence finding the 
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corpus that will neither be biased and will be varied enough 

that it can handle the short text is difficult.TF-IDF is based 
on the bag-of-words (BoW) model, therefore it does not 

capture position in text, semantics, co-occurrences in 

different documents, etc. For this reason, TF-IDF is only 

useful as a lexical level feature Cannot capture semantics 

(e.g., as compared to topic models, word embeddings) Has no 

way to account for the context, i.e. The words preceding and 

succeeding the keyword. Hence the position in text and the 

context of use could be accounted for in some future 

research. 
 

RAKE: Rapid Automatic Keyword Extraction is a well-

known keyword extraction method which uses a list of stop 

words and phrase delimiters to detect the most relevant words 

or phrases in a piece of text. The first thing this method does 

is split the text into a list of words and remove stop words 

from that list. This returns a list of what is known as content 
words. Then, the algorithm splits the text at phrase delimiters 

and stop words to create candidate expressions. Once the text 

has been split, the algorithm creates a matrix of word co-

occurrences. Each row shows the number of times that a 

given content word co-occurs with every other content word 

in the candidate phrases. After that matrix is built, words are 

given a score. That score can be calculated as the degree of a 

word in the matrix as the word frequency  or as the degree of 

the word divided by its frequency. Based on the magnitude of 

this above obtained ‘score’ keywords are extracted. 
 

In the context of short text there are some disadvantages 

to RAKE however. It doesn’t have the context of outside 

word usage. If you don’t have a comprehensive list of stop 

words the phrases can get quite long and less useful. It ends 

up with a lot more filler words and adverbs which is not a 

good thing in general, but could be quite useful in some 
cases. Does not work well for short text as it heavily relies on 

frequency. 
 

B. Graphical Approach 
TextRank: The TextRank algorithm is a graph-based 

algorithm, where the primary data model being used for it is 

a graph. Words in our input text represent nodes in the graph. 

Similarity scores between the words represent edges inside 

the graph. Two nodes are connected to each other by an edge. 

The two nodes represent two words from the text while the 

edge between them represents how similar the two words are. 

We first split our original document into words/phrases. Then 

calculate word embeddings using a vector representation 

algorithm. Compute similarity scores between every two 

nodes. Build the graph using the rules described above. 

Get top-n results from the graph as the most important n 
keywords  

 

 

 

 

 

 

 

 

 

 

 

 

    The disadvantage of TextRank is that it omits the 

keywords which have a lower chance to appear though being 
meaningful in context. This drawback usually stems from the 

graph-based nature of the technique that tends to ignore the 

linguistic similarity among words. For the TextRank 

algorithm to yield optimal results, the input data should be of 

a significant size so that the similarity between words can be 

effectively computed and its measure is meaningful. Hence 

this technique is impractical in our case when the size of our 

document is just a few words (i.e., One or two sentences). 
 

III. PROPOSED METHODOLOGY 
 

Bidirectional Encoder Decoder Model: The main 

motive for going with a neural network based model for 

extracting the relevant keywords rather than traditional ML, 

NLP based algorithms such as TextRank, TF-IDF, etc., is that 

these algorithms are mainly found suitable for longer pieces 

of text because of their high dependency on factors such as 

frequency of a particular word or value of a word in relation 

to its neighbors .Also the performance of these methods is 

influenced by the feature selection and manually defined 

rules. Since here we are dealing with comparatively shorter 
text these conventional methods are not effective. Therefore a 

sequence to sequence neural network based methodology was 

used where the keywords were assumed to be a separate 

language and an encoder-decoder model was trained to 

convert english sentences to keywords .Our encoder uses a 

Bidirectional Encoder Representations from Transformers 

model. It accepts a single element of the input sequence at 

each step, processes it ,performs tokenization, 

numericalization and forms word embeddings, collects 

information about that element and propagates it forward. It 

returns an intermediate vector that contains information about 

the entire input sequence to help the decoder make accurate 
predictions. The information contained in the input text is 

basically encapsulated as internal state vectors (or tensors) by 

the encoder and this intermediate output is then passed on to 

the decoder part of our model. The decoder is given the entire 

sentence in english, it predicts the output at each  step. It 

generates the output phrase , containing the keywords, word 

by word, for which it must recognize the starting and end of 

each sentence. The initial states of the decoder are set to the 

final states of the encoder as the decoder is trained to 

generate the output based on the information gathered by the 

encoder. A forcing technique is used so that the input at each 
step is the actual output and not the predicted output from the 

last step. The loss is lastly calculated on the predicted output 

and the errors are back propagated to update the model 

weights. 
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IV. BASIC IMPLEMENTATION OF THE       

DIFFERENT ALGORITHMS 
 

Important point to note that before applying all the 

algorithms the text preprocessing i.e. uploading dataset,  

tokenization ,lemmatization and removal of stop words was 

already done. 
 

A. TF-IDF 

 

a) 

 
Fig. 1: a) Creating IDF to create vocabulary and generate 

word count 

 

b) 

 
Fig. 2: b) Applying TfIdf Transformer 

 

 

 

 

 

 

 

c) 

 
Fig. 3: c) Computing TF-IDF score 

 

 

d) 

 
Fig. 4: d) Extracting Keywords from the text along with the 

scores which indicate importance  
 

http://www.ijisrt.com/


Volume 7, Issue 4, April – 2022                               International Journal of Innovative Science and Research Technology                                                 

                                                                                                                                                                 ISSN No:-2456-2165 

 

IJISRT22APR1084                         www.ijisrt.com                    1342 

B. RAKE 

 
a) 

 
Fig. 5: a) Input text 

 

b) 

 
Fig. 6: b) Frequency and Degree are Calculated and then 

word_scores are calculated 

     
c) 

 
Fig. 7: c) Keywords are extracted along with the scores 

which indicate importance 
 

C. TextRank 

 

a) 

 
Fig. 8: .a) Input text 

 

b) 

 
Fig. 9: b) a graph is built via a vocabulary in which words 

serve as the vertex of the graph 

 

c) 

 
Fig. 10: c) Calculating weighted summation of connections 

of a vertex. 

d) 

 
Fig. 11: d) Scoring Vertices and then extracting keywords as 

per their importance based on scores. 
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D. Bidirectional Encoder Decoder 

 
a) 

 
Fig. 12: a) Building the model 

 

b) 

 
Fig. 13: b) Running the model 

 

c) 

 
Fig. 14 

 

 

 

 

 

d) 

 
Fig. 15: .c)&d) Evaluating the model 

 

e) 

 
Fig. 16 
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f) 

Fig. 17: e) Extracting Keywords f) Results 
 

V. COMPARISON 
 

As we note from the above preliminary investigation the 

neural network based encoder-decoder model outperforms in 

terms of keyword extraction. The only caveat is that the 

model does a lot of processing and hence needs a GPU to run 

it effectively but the result more than covers up for the 

processing requirements. 
 

VI. RESULTS 
 

From the comparison we can successfully conclude that 

our sequence to sequence based encoder-decoder model 

works better than traditional ML,NLP based methods when it 

comes to keyword extraction from short text. 
 

In the future we can also adjust our algorithm to 

compare it with YAKE which works for keyword extraction 

across all languages and see how our neural network based 

model fares, and also see whether we can reduce the 

processing requirements of our model. 
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