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Abstract:- Recommender Systems are software tools that can assist developers with a wide range of activities, from reusing codes to suggest developers what to do during development of these systems. All recommender systems should exert one or three of future functionalities: Gathering Data and Creating Dataset, Static Analysis and Recommendation to user-by-user interface. In this paper, we have presented a literature review in the field of recommender systems. Papers are aggregating by their context in three main groups: Mechanism to Collect Data, Recommendation Engine to Analyze Data and Generate Recommendations and User Interface to Deliver Recommendations. In the conclusion are presented number of reviewed paper for each category.
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I. INTRODUCTION

Software developers have always used tools to perform their work. In the earliest days of the discipline, the tools provided basic compilation and assembly functionality [1]. Then came tools and environments that increasingly provided sophisticated data about the software under development [1] [2]. Nowadays, the systematic and large-scale accumulation of software engineering data opened up new opportunities for the creation of tools or APIs (Application Programming Interfaces), that infer information estimated to be helpful to developers in a given context.

One way for helping developers during daily development activities is reusing code from previous project that they have developed or reuse code from projects developed from other developers. Today, there are online platforms (like Stack Overflow, GitHub etc.), in which developer posts their projects or snipped code from projects, these codes therefore can be used by other developers in their own projects. In most cases, these codes are used in worst fashion possible, copying from source and paste in their projects. This approach can be very risky reusing code in this way, considering that from 1.3 million Android applications that are analyzed 15.4 % contained security-related code snippets from Stack Overflow. Out of these 97.9 %, contain at least one insecure code snippet [1] [3].

Recommender Systems for Software Engineering (RSSEs) are software tools that can assist developers with a wide range of activities, from reusing codes to suggest developers what to do during development [5]. These tools can be used also to guide and recommend a developer for next activities, based on codes write from other developers. Many studies have analyzed the usability of security. Clark and Godspeed [4] and Whitten and Tygar [5] explore misuses of cryptography components from the end-user’s point of view. Others analyze misuses of security APIs by application developers. It is worth noting that that over 83% of the vulnerabilities they analyzed from the CVE database were due to misuses of cryptography libraries while only 17% were caused by implementation bugs in the cryptography libraries themselves [4].

The aim of this paper is therefore to study the existing research in methods and techniques for recommender systems in software engineering, in order to analyze the state-of-art and to identify future directions. The method consists of the application of a systematic mapping study to extract as much literature as possible.

In order to identify related work, more than 150 papers selected have been classified by recommendation task and theirs sub categories and present a brief introduction to each paper or technique. At the end of each section a summary is presented regarding the gap identified in literature review, comparing with approach of using code type through a control-flow graph which latter can be used for generating a dataset for recommendation purposes.

II. RESULTS AND DISCUSSION

In modern software development, API are means to encapsulate responsibilities and facilitate code reuse and they are widely used in statically typed programming languages. Typical RSSE approaches apply static analyses to extract information about the usage of these APIs from the source code of many projects. Some RSSE techniques learn general patterns from source code by treating it as text or just on the syntax level [6].

In order to identify related work, we consulted a recent comprehensive survey and some recent publications renowned software engineering conferences. In the next sections, we will present paper recommenders grouped by their recommendation task and present a brief introduction to each paper or technique.

A. Mechanism to Collect Data

While for researchers in different field of studies, data is very important part of their research, for researchers in recommender systems finding reliable data or dataset is one of the biggest challenges. Nowadays versioned source code is available in many public repositories of open-source projects, it is much harder to get access to more detailed change information or to activities that describe the in-IDE (Integrated Developer Environment) development process.
Once the important properties of a target domain have been identified, extensive datasets can be generated through simulation [7]. Unfortunately, the in-IDE development process is very complex and not yet fully understood to be able to simulate it. As a result, it is required to create appropriate datasets.

Based on literature review for this work datasets for recommender systems can be grouped in three main categories. In the following of this section, we will present these datasets and a short description for each of them specifically.

a) Source Code
Several approaches make source code available for research through in large and stable datasets. The PROMISE repository presented in [8] was an early advance to provide a platform to share datasets and tools used in mining studies.

The QUALITASCORPUS [9] is a curated collection of open-source JAVA source code for empirical research. The corpus contains dependencies for most contained projects and describes how the missing dependencies can be installed.

In [10] authors extract a dataset for usages of API methods and annotations from a large number of GitHub repositories. From all libraries that have been referenced in the repositories, the authors select the five most popular open-source projects that are reasonably large and actively developed.

The BOA project, presented firstly in [11] provides an infrastructure for writing analyses with an ultra-large-scale repository. The project provides curated data sets that contain source code from many projects hosted on GitHub (about 7.8M projects) and Source Forge (about 700K projects). The source code is stored in a custom AST format that supports most JAVA constructs.

b) Source Code under Development
Changes extracted from the commit history of repositories are coarse-grained and not representative for actual source code evolution [12].

Other means are required to capture intermediate states of source code to be able to find and analyze the problems programmers are facing during development. Several tools exist that can record source code that change during regular coding activities to enable studies of the evolution of source code [13].

In [14], the authors reports that 80% of these snapshots can be compiled, these works usually capture immediate states on save, loosing many intermediate edit steps in between. A different form of incomplete source-code that is still under development can be found on question and answer sites like Stack Overflow or REDDIT. These sites have become an important data source for empirical research on software engineering. In [15] it is presented a solution with an island grammar that can be used to parse Stack Overflow posts into heterogeneous AST (H-AST). The grammar supports JAVA, XML, JSON, stack traces, and text fragments and can be used to transform released Stack Overflow data dumps.

c) Meta Data
Another kind of dataset exists that does not focus on source code, but on the meta data that describes projects. In the context of this work, these datasets are interesting as an additional data source that can be integrated into analyses to enrich existing data.

In [16] was presented OSSMOLE, which was one of the first advances to create a high-quality database of FLOSS project information for research. The authors achieve this through publishing standard analyses that enable replication of results and through facilitating reuse of analysis scripts by others. GHTorrent presented in [17] is an effort to make the vast amount of development activities on GitHub available for research. The project stores the development events of GitHub repositories, for example, activities that include push, fork, or branch operations.

While openHUB is a website that curates metadata for a large number of open-source projects. The provided data consists of general meta-data such as repository URLs, main programming language, and license, and of several metrics regarding the source code, the activities of contributors, and historical data regarding the evolution of the project. The database can be accessed through a REST-based API.

d) Interactions
One of the earliest and most extensive datasets of developer interactions is the public dataset of the ECLIPSE USAGE DATA COLLECTOR. The intention of this project was to provide a means for plugin developers to analyze which functionality of ECLIPSE was actually being used by their users. To this end, the dataset contains a log of executed commands and activated windows, grouped by user [18]. In [19] it was presented a recommender system called RASCAL. It is a recommender agent that tracks usage histories of a group of developers to recommend to an individual developer components that are expected to be needed by that developer. Further they introduce a content-based filtering technique for ordering the set of recommended software components and present a comparative analysis of applying this technique to a number of collaborative filtering algorithms.

In [20] was presented the BLAZE tool that can be installed in VISUAL STUDIO 2010 to track which commands are invoked by the developer in the IDE. In [21] authors declare that they deployed it within ABB INC. and tracked activities of almost 200 developers, covering more than 30K hours of active development time.
In [22] was proposed DFLOW to capture information about in-IDE activities. To this end, they capture source-code changes on a structural level (method rename), windows that are being interacted with, and the layout space occupied by open windows. Their dataset covers 750 hours of development work of 17 developers.

e) Section Discussion

In the papers presented above, different aspects and approaches to data collection mechanisms have been highlighted, which are grouped into several categories depending on the collection methods. The problems with above mentioned approaches are that many of them focus on collecting metadata about codes from various repositories. In this aspect as a gap that can be identified is lack of automatic suggestion from the code structure itself comparing with approach delve deeper in the code structure by analyzing and representing the code type through a control-flow graph which latter can be used for generating a dataset for recommendation purposes.

B. Recommendation Engine to Analyze Data and Generate Recommendations

Recommendation engine and data analyses or in literature can be found also as static analyses is the most important part of recommender systems. There are a lot of studies that treat this part, in the following will be some of them based on literature reviewed.

In [23] it is built a call recommendation, which was later extended in [18]. The underlying approach in both cases identifies object instances in an intra-class analysis and extracts all method invocations on each instance, as well as a description of the surrounding source code. In [24] was proposed a recommender system called Precise, which focuses on parameter call sites. They extract several features from the structural context that describe the method invocation and its parameters: the called method, the enclosing method, methods that are called on the receiver, and methods that are called on the parameter. In [25] mainly use identifiers to predict method calls. They extract all identifiers used in the source code and split names on camel-case humps. Even though control structures are not part of their model, they consider control structure keywords in the tokenization. They apply text-mining techniques such as stemming or removing stop words to unify the collected tokens.

In [26] it was implemented a tool that learns correct API usage from interactions of developers in their IDE. When code completion is triggered in the IDE, they extract features from the structural context around the trigger point that include the type, definition, enclosing statement, expression type, enclosing method.

In [27] they solve the task of call recommendation by mapping it to a text-mining problem. They model sequences of methods calls as sentences. Their main idea is to reduce the problem of code completion to a natural-language processing problem of predicting probabilities of sentences. They designed a simple and scalable static analysis that extracts sequences of method calls from a large codebase, and index these into a statistical language model. We then employ the language model to find the highest ranked sentences, and use them to synthesize a code completion.

In [28] it was presented Context Sensitive Code Completion - CSCC system that is built on a simple and efficient algorithm. The approach tokenizes source code by traversing an AST (Abstract Syntax Trees). Tokens will be created for JAVA keywords, types, and method names. CSCC is context sensitive in that it uses new sources of information as the context of a target method call. CSCC indexes method calls in code examples by their contexts. To recommend completion proposals, CSCC ranks candidate methods by the similarities between their contexts and the context of the target call.

In [29] is proposed CODEWEB, a tool that can be used to identify “reuse relationships” in source code. The developer can consult these tuples to learn about the correct API usage. In [30] is present JAVA RULE FINDER, a tool that infers rules about a correct usage of a framework directly from its source code. The rules are prepared in a textual format and serve as a browsable documentation for developers. In [31] authors propose a system that automatically generates the documentation of an API method. Instead of analyzing the implemented behavior in the method, they look at callers of the method and extract descriptive information from there. In [32] is proposed PROMPTER, a tool that proposes relevant postings on STACKOVERFLOW to developers while they are working in the IDE. It extracts the current programming context from the source code under edit. The context contains fully qualified names for types and methods, the source code of the enclosing element at the edit location, and a list of all types and methods used in the enclosing element that are defined outside of the project. In the [33], authors have presented a software product line called OpenCCE, which in reality is an Eclipse plugin. This solution combines the advantages of documentation and program analysis with ease of use and availability. In fact, solution separates API users from the domain knowledge required to understand these APIs through an expert system.

Anomaly detection approaches learn characteristics of a typical correct program. The underlying models are then used to detect deviations from this established norm. Based in literature review in the following are presented some approach with defect and anomaly detection.

In [34] authors propose DMMC to detect missing method calls. They extract object usages that describe how an object instance is used. They encode the type of the object, the enclosing method, and all calls on it. In [35] authors present PR-MINER, another detector for missing method calls. The tool extracts facts from a method such as the type of variable declarations, variable names, assignments, and calls and uses a prefixing strategy to prevent name collisions in different scoping levels. In [36] authors present an approach to build finite-state-automatons that describe valid protocols for using a specific type. The approach is based on their own framework that can be used to mine method sequences [37]. In [38] authors present a data-driven approach to vulnerability detection using machine learning, specifically applied to C and C++ programs. During the build process, they extract features at
two levels of granularity. At the function level, they extract the Control Flow Graph (CFG) of the function. Within the control flow graph, they extract features about the operations happening in each basic block and the definition and use of variables.

a) Section Discussion
Many of the overhead analyzed papers focus their attempts on building recommendation from simplistic code analysis. The focus is given either to the perspective of method invocations used in the codes subject of the analysis, either they imply a direct natural language processing techniques in order to gain insights from the code and latter perform some machine learning technique for generating recommendations or they extract limited features from the code, such as functions to generate the control-flow-graph (CFG) from the code for recommendation purposes. The above-mentioned papers analyzed failed to address the wholistic approach towards code analysis, i.e. the programming codes are often too complex to be analyzed from a single aspect alone. The goal of our approach is to use a more holistic methods towards code analysis by using Control Flow Graph techniques for code pattern analysis. In this way, a system will recommend a more effective and appropriate action for software developers to automatically ensure that their software is more secure.

C. User Interface to Deliver Recommendations
User interface is the part by which users interact with recommender systems. Interaction can be implemented in different ways, some solution are implemented via API or plug-in, which are integrated in existing development tools like Eclipse or Visual Studio, otherwise some solutions are integrated solutions which includes gathering data, static analyses and delivering recommendations to users.

In the following will be presents some solutions that are grouped in two groups based on solution approach.

a) Guiding Software Changes
In many web sites that we use for buying a book or smoothening else, in time when we chose to, we can encounter recommendations of the form, “Customers who bought this also bought….” Such suggestions stem from purchase history. Buying two or more things together establishes a relationship between them, which web sites uses to create recommendations. In [39], they present the eRose plug-in for the Eclipse integrated development environment (IDE) that realizes a similar feature for software development by mining past changes from version archives. This feature tracks changed elements and updates recommendations in a view after every save operation. For example, if a developer wants to add a new preference to the Eclipse IDE and so changes fKeys[] and initDefaults(), eRose would recommend “Change plugin.properties” because all developers who changed the Eclipse code did so in the past. In [40], a system called GROUMINER was developed to find patterns in API usages from source code repositories. Their approach is based on the syntax tree; they do not consider resolved types. The patterns, called Groums, contain ordered information about method calls, object declarations, and control points. In their follow-up work, in [41] they propose the GRAPACC snippet recommender that uses these patterns. PROSPECTOR presented in [42] and PARSEWEB presented in [43] are two recommenders that propose ordered sequences that involve different API types. Both recommenders suggest call sequences that show the developer how to get from one API type to another.

b) Code Search
Code search is quite similar to snippet recommendations. The difference is that proposals point to existing examples that were observed in repositories or the local workspace, instead of making probabilistic recommendations. The proposals cannot be directly integrated into the current editor, but it will point to source code that can be used by the developer to understand a correct usage of the API in question.

In [44] the authors present MAPO, a code search tool that mines method sequences from API usage examples. Methods calls include constructor calls, static and non-static calls, as well as casts. In [45] the authors present the code search tool STRATHCONA for the ECLIPSE IDE. The tool retrieves relevant source code examples to help developers use frameworks effectively. When a developer wants to find how to do any specific code can highlight the par-tially complete code, the context and ask Strathcona for similar examples. In [46], system called MUSE was proposed. It represent a tool that provides developers with examples of how to use a particular method. The tool requires the source code of the target API as well as a list of its clients. Whenever a call to one of the target API public methods is observed in the client code, an intra-procedural backward slice is created that shows how to get to this call. In [47] present CODECONJURER that supports developers by searching for working code that follows a specified UML-like syntax. The involved static analysis is based on the structural context only.

c) Section Discussion
In almost all of the above-mentioned papers, there is a lack of attention given to Control Flow Graphs (CFG) for code pattern extraction. CFGs are a well founded and described in software testing. However, as the literature review conducted by the authors suggest that a very little attention has given to CFGs for code pattern analysis that can be used for generating datasets which furthermore can be utilized in Machine Learning for code recommendation. As a result, this research path is worth exploring.
III. CONCLUSION

Based on the most literature consulted during this work, the recommendation systems for software engineering (RSSEs) are defined as a software tools introduced specifically to help software development teams and stakeholders to deal with information seeking and decision-making.

They comprise three main components, which are [2]:
- Mechanism to collect data,
- Recommendation engine to analyze data and generate recommendations,
- User interface to deliver recommendations.

In this work we have presented past work from different researchers in the field of recommender systems, different approaches to the use of data mining algorithms for static analysis and different tools that are developed as outcome of these research and which now are using by developers during coding processes.

Based in literature review, in the table below are presented publication grouped by recommendation task and theirs sub categories.

<table>
<thead>
<tr>
<th>Recommendation Task</th>
<th>Categories</th>
<th>Publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanism to Collect Data</td>
<td>Source Code</td>
<td>[8],[9], [10], [11]</td>
</tr>
<tr>
<td></td>
<td>Source Code Under Developmet</td>
<td>[12], [13], [14], [15]</td>
</tr>
<tr>
<td></td>
<td>Meta Data</td>
<td>[16], [17]</td>
</tr>
<tr>
<td></td>
<td>Interactions</td>
<td>[18], [19], [20], [21], [22]</td>
</tr>
<tr>
<td>Recommendation Engine to Analyze Data and Generate Recommendations</td>
<td>[23], [18], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38], [48]</td>
<td></td>
</tr>
<tr>
<td>User Interface to Deliver Recommendations</td>
<td>Guiding Software Changes</td>
<td>[39], [40], [41], [42], [43]</td>
</tr>
<tr>
<td></td>
<td>Code Search</td>
<td>[44], [45], [2], [46], [47]</td>
</tr>
</tbody>
</table>

Table 1: Publication grouped by recommendation task
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