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Abstract:- Representation and quality of the instance 

data are the foremost factors that affects classification 

accuracy of the statistical - based method Decision tree 

algorithm which gives less accuracy for binary 

classification problems. Experiments shows that by using 

clustering and hyper-parameter tuning, the decision tree 

accuracy can be achieved above 95%, better than the 75% 

recognition using decision tree alone. 
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I. INTRODUCTION 

 

Predicting a correct decision on data set is very much 

important, it can be in any field either in business, 

engineering, civil planning, law or in other real-life areas. The 
base of decision making is having the correct data, a dataset is 

the collection of related discrete items of related data that may 

be accessed individually or in combination or managed as 

whole entity. The dataset which we are dealing with our 

research experiment is customer churn that is a binary 

('Yes'/'No') classification problem, in this we are predicting 

the customer churn for the business. Here the churn 

prediction is about detecting which customers are likely to 

leave the business. The algorithm that works best on such 

binary classification problems is logistic regression, which 

gives the decent accuracy around 85%, but this accuracy is 
not enough to make correct decisions in a business. 

Therefore, we are introducing a hybrid algorithm that uses 

Decision Tree as the classifier, in which clustering and hyper-

parameter tuning are used as the supportive elements. 

Although the accuracy of decision tree on this customer 

churn dataset is very less, near to 75%. It is because the 

Decision Tree algorithm have many limitations like the 

independency between samples which has drastic effects on 

its accuracy, along with this it is not suitable for big size 

datasets. Decision Tree causes overfitting problem for the 

model in case data does not fit well. For the setup of our 

hybrid algorithm the data filtration is used in the initial phase, 
it is the refining of data which are either null values or values 

that are not supported by Decision Tree algorithm. After the 

data filtration, clustering is used to group the data elements 

on the basis of similarity and dissimilarity and makes the data 

more structured which makes Decision Tree to perform 

better. After using clustering outcome with the Decision tree, 

it shows a little hike and the accuracy reached near to that of 

logistic regression, but there is still a large possibility for the 

improvement. The next step of our hybrid algorithm is hyper-

parameter tuning which pull out the bad and irrelevant 

parameters for the churn prediction. After using this on the 

outcome of clustering, the accuracy of Decision Tree gets 

improved and touches the 90% banner. As the customer churn 

dataset has only two possible outcomes, i.e. 'Yes'/'No'. So due 
to the nature of our dataset we didn't take much benefit of 

clustering but the results become more better. 

 

This hybrid algorithm is applied on 20 datasets and 

there is a large benefit of clustering for the datasets which has 

several class values that are to be predicted. Our customer 

churn dataset has only two class values so we used hyper-

parameter tuning on this dataset without other customization 

and the Decision Tree accuracy touched the 95% banner. 

 

The hybrid algorithm has improved the accuracy of 

Decision Tree by more than 25%. So, this can be concluded 
that the achieved results of experiments are far greater than 

the best suited machine learning model (logistic regression) 

on this binary classification dataset. 

 

 Flow Chart  

 

 
Fig 1:- Flow chart 
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 Data Filtration 

Data Filtration is the process of refining the data, for 
example if a dataset contains no value or null value then data 

filtration will remove that null value from the dataset. Through 

data filtration we can have the set of all useful data. 

 

 Clustering 

Clustering is the process of dividing the data points into 

different groups such that same type of data is in one group and 

the data which are not similar are in different groups. We can say 

that, clustering is basically the collection of data points on the 

basis of similarity and dissimilarity of data. 

 

 Parameter Tuning 
Parameter Tuning is the process of removing the 

unwanted parameters from the dataset, it is very useful as it 

controls the overall behavior of machine learning model. In 

parameter tuning the parameters should be adjusted in such a 

way that the best predictions can be achieved by the model. This 

is the technique of adjusting the elements which control the 

behavior of the model. 

 

 Classification Process 

Classification is the process of classifying or categorizing 

the data points on the basis of the class or of same group. It can 
be performed on structured and unstructured data. In 

classification process, a program learns from given data or 

observation and then classifies new observation into a number of 

groups and classes. 

 

II. K-MEANS CLUSTERING FOR PRE-

PROCESSING 

 

Normally we solve such binary classification problems 

using logistic regression because it performs best on binary 

class labels, being fast and relatively simple. Also, it can be 

applied to multi-class problems. The general accuracy of this 
classifier varies from 80% - 85%, but it is far from the best. 

Hence by making the data more structured with k-means 

clustering process our Decision Tree model makes it easier to 

train and perform better. 

 

Clustering is an important tool for a wide variety of 

applications in data mining, statistical data analysis, data 
compression and vector quantization. The goal of clustering 

is to group data into clusters in such a way that the similarities 

between data members within the same clusters are maximum 

while the similarities between data members from different 

clusters are minimal. 

 

K-means is well known prototype-based partitioning 

clustering technique that attempts to find a user-specified 

number of clusters(K), which are represented by their 

centroids. 

 

The K-means algorithm is as follows: 
 Choose starting centers of K clusters. 

 Generate a separate division by putting data to its nearest 

cluster centers. 

 Compute new cluster centers which will be used as 

centroids for clusters.  

 Repeat steps 2 through 3 until the clusters are stable. 

 

 Pre-Processing Steps - 

 

A. Data cleaning 

 Removing duplicates 
 Removing irrelevant observations and errors Removing 

unnecessary columns 

 Handling inconsistent data Handling outliers and noise 

 

B. Handling missing data 

 

C. Data Integration 

 

D. Data Transformation 

 Feature Construction 

 Handling Skewness  

 Data Scaling 
 

E. Data Reduction 

 Removing dependent (highly correlated) variables 

 Feature selection 

 

 
Table 1 :- Data 

 

III. EXPERIMENTAL OPERATIONS 

 

 K-means for structuring data? 
The process of clustering groups similar data together, 

resulting in a more structured overall data. The cluster finding 

is done using K-means algorithm. In this we are creating 

cluster equal to our class (target parameter) label which will 

group the data with corresponding class value. 

 

Running a decision tree algorithm on more structured 

data gives more accurate results. So, the training of decision 

tree algorithm will be better and somehow, we can also 
bypass the overfitting problem of the model. The goal of 

performing cluster analysis is to sort different objects or data 

points into groups in such a way that the degree of association 

between two objects if they belong to the same group, and 

lower if they belong to different groups. The allure of 

decision trees is in their ease and interpretability. 
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 Grid Search for hyperparameter tuning: 

Grid Search is an optimization tool used for hyper 
parameter tuning. We define the grid of parameters we want 

to search, and we choose the best combination of parameters 

for our data. Our goal of using grid search is to find a specific 

combination of parameters. 

 

After checking all the grid points, we know which 

parameter combination is best for our prediction. In machine 

learning we compare different models with each other and try 

to find the model that works best. Grid search allows us to 

find the best parameters for a data set. 

 

 Classification Process:  
Classification is the process of classifying or classifying 

data points on the basis of class or same group. This can 

be done on structured and unstructured data. In the 

classification process, a program learns from a given data or 

observation and then classifies the new observation. 

IV. RESULTS 

 
Before interpreting the results obtained for the 

experiment, there is some basic information that should be 

conveyed about the test procedure. The test had to be reliable. 

Therefore, all the results obtained (in terms of accuracy, 

standard deviation of accuracy, standard error of 

misclassification rate) were averaged over a thousand 

iterations. 

 

However, the dataset had to be tested manually with the 

k-means and grid search algorithm. The dataset results are 

explained one by one in the previous sections. In this section, 

all the analyzed results are combined to draw some logical 
conclusion. 

 

 

 

 

 

 
 

V. CONCLUSIONS 

 

This paper generally focuses on the improvement in the 

accuracy of decision tree algorithm using grid search hyper-
parameter tuning and k-means clustering, we have taken the 

reference data of Customer Churn for the analysis of 

accuracy. Prediction of customer churn is very important in 

e-commerce and other businesses to maintain the 

competitiveness in the market. Decision based prediction 

using machine learning in customer relationship management 

to predict potential losses and formulate new marketing 

strategies and customer retention measures according to the 

results of prediction and this prediction will be efficient and 

accurate. 

 

The primary and first objective was to study the 
effectiveness of customer segmentation and the longitudinal 

timeliness of customer purchase behavior and the predictive 

effect of models before and after customer segmentation 

according to multivariate variables. The experimental results 

proved that there is a significant improvement in the customer 

segmentation of each prediction index.  

 

The results of this study also have some limitations. We 

used a data set consisting of data of about customers and the 

selection of data is limited to a certain extent. The outcome 

of customer segmentation greatly affects the forecasting 
performance of the model. 
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