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Abstract:- Breast cancer is considered one of the biggest 

killers in women globally. The major reason of mortality 

is the reason that cancer is diagnosed at later stages. 

Objectively, this study is conducted to compare evaluation 

metrics of 6 ML models such as Naïve Bayes, k-Nearest 

Neighborhood (K-NN’s), Decision Tree (DT), Random 

Forest (RF), Support Vector Machine (SVM) and Logistic 

Regression (LR) on Wisconsin Breast Cancer (BC) 

Dataset. WEKA tool has been used to calculate the 

performance evaluation of these supervised ML 

algorithms. The literature shows that the Weka tool has 

been widely used in various data mining problems. The 

results clearly show that two models have achieved better 

accuracy, recall and other performance metrics in order 

to identify risk of breast cancer in women. These two 

models are K-NNs and Random Forest.  In conclusion, 

these supervised classifiers have been trained to detect 

malignant and benign cells. In the future, this study may 

be extended for BC classification on medical images on 

larger dataset in order to diagnose cancer at early stages. 
 

Keywords:- Machine Learning Algorithms, Breast Cancer, 

WEKA, ML Classifiers. 
 

I. INTRODUCTION 
 

There are approximately 200 types of cancers that exist 

in the world and the reason for most of them is not known yet. 
In human body, cells grow, break and regrow normally. 

Cancerous cells start to grow abruptly and cannot be 

diagnosed in the beginning due to very tiny mass. The BC in 

women is the most proliferating malignant cancer in China as 

alone in 2014 nearly 279,000 females are detected with BC, 

and overall, 70,000 deaths account which is approximately 

13% of deaths due to breast cancer in all over the world. So, 

it is evident that BC is one of the critical health issues in China 
[1]. As cancer disease has four stages in which early diagnose 

can increase survival rate up to 98% while nearly 24% of total 

cancers in women are related to breast cancer [2], [3]. 
 

Y. Li et. al. [4] state that the BC is one of the most 
dangerous cancers in women that is the second main reason 

of death in females. So, it is obvious to attract preventive 

measures for research and academia. Indians have the lowest 

breast cancer incidents but have higher mortality rate as 

compared to China and USA [5]. 
 

The main and prominent kinds of cancer 

include carcinoma, sarcoma, lymphoma, melanoma, and 

leukemia. Among these, the carcinoma is the most common 

cancer that affects skin, lungs, breasts, pancreas, endocrine 

organs, and glands. Lymphoma is another type of cancer that 

attacks the lymphatic system or lymphocyte cells. Leukemia 

is a cancer of the blood cells. Sarcoma attacks bones and 

tissues. Melanoma or malignant melanoma is a skin cancer 

that attacks melanocyte cells. The other name for tumor is 

neoplasm. Normally tumors are diagnosed through biopsy, 
CT scan or MRI, Mammogram, X-Rays and others. Although 

cancer mortality rate is falling and survival rate is rising, yet 

the risk of getting cancer increases with age and higher rate is 

observed in developed countries. All tumors are not 

cancerous and nearly 90% patients die in metastasis stage. It 

is another fact that some benign tumors of colon and skin have 

tendency to be cancerous. Broadly cancer can be categorized 

either benign or malignant (cancerous). The unique 

characteristics of both benign and malignant cancers have 

been described in table 1. 

 

Table 1: Benign and Malignant Cancers 

Benign Cancer Malignant Cancer 

Spreads slowly Spreads Quickly 

Stays Locally (not spread) 

(non-metastasize) 

Destroys Surrounding Tissues 

(Invasive or metastasize) 

Small Size, Well Diagnosed Large Size, Poorly Diagnosed 

Surrounded by Fibrous Sheath Open 

Less Deaths More Deaths 

Smooth, Distinct and Regular borders Irregular Borders 

Noncancerous Cancerous 
 

ANN’s are inspired by human intelligence of neurons to 

learn and respond in heuristic manners. The ANN’s possesses 

good characteristics of parallel processing, store information 

on entire network, solve nonlinear complex problems, 

generate information from incomplete dataset, no restriction 

on input variables, Deep learning (DL) is comparatively new 

field of ANNs to achieve better classification performance. 

DL models uses complex hidden layer’s structure that works 

on huge datasets to for training. The CNN is considered one 

of the trending DL models that are currently being used in 

different applications ranging from computer vision, AI, 

behavioral sciences and medical images [6]. 
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Kinds of Artificial Neural Networks 

 Feed-forward (FFNN) 

 Recurrent (RNN) 

 Modular 

 Convolutional (CNN) 

 De-convolutional (DCNN) 
 

FFNN is considered one of the basic types of artificial 

neural networks (ANN) in which information flows from 

back to forward only opposite to RNN. It forwards 

information in one direction, normally from input to output 

nodes not backward as in RNN. The FFNN can have middle 

layers but it is not necessary. Basically, this type of neural 

network was designed to process large amounts of noise. 

FFNN is widely used in Computer Vision and image 

processing. 
 

RNN forwards information from input layer to output 

layer. The output is now passed back to the middle nodes for 

weights update. Such a kind of ANN is commonly used in 

text-to-speech conversions. 
 

CNN is the most common ANN that is being used these 

days. This model is an improved version of ANN and falls 

under deep learning. It works on a multiple layer perceptron 

through back propagation method predominantly used in 

image processing.  
 

DCNN works in reverse order to the CNN network and 

is used to find missing features that might be less important 

in the beginning of CNN system's task. DCNN model is 

normally used in image processing. 
 

Simple neural network contains input nodes and output 

nodes. No hidden or multilayers are introduced in simple 

neural network. In contrast to simple neural network, the 

MNN is multilayer neural network and it is the combination 
of multiple ANN that works separately from one another. The 

MNN is used in complex problems that need more computing 

resources. It is fact that many machine learning and deep 

learning classifiers play vital role in complex optimization 

problems of BC detection. 
 

Important Kinds of Machine Learning Models [7] 

 Unsupervised learning 

 Semi-supervised learning 

 Supervised learning 

 Reinforcement learning 

 Transduction 

 Learning to learn 

 Ensemble learning 
 

Breast Cancer detection problems refer to challenges 

and issues that can arise when identifying and diagnosing 

breast cancer. Some of other issues in BC detection include 

size of dataset used, pattern recognition problems, false 

positive and false negative, dense breast tissue, variability in 
interpretation, early detection in high-risk population, need 

for improved imaging techniques and others. Although 

selecting a suitable classifier is a difficult task, yet many of 

the problems have been addressed through machine learning 

classifiers. So, a comparative analysis has been presented in 

the comparison results table.  
 

II. LITERATURE REVIEW 
 

A. ML Classifiers for BC Detection 

Classification accuracy is based on assessment criteria. 

Machine learning (ML) is an exclusive utilization of 

algorithms rooted on AI techniques most specifically neural 

networks. The ML approach somehow gives ability to learn 

and improve automatically from experience without being 

manually programmed. Various supervised ML models have 
been used to detect BC tumor cells. This paper has tested six 

supervised ML models on BC dataset. These models include 

logistic regression, K-NN’s, decision tree, random forest, SVM 

and naïve bayes.  
 

B. K-Nearest Neighbor 

The K-NN is regarded as non-parametric lazy supervised 

classifier that works based on the Euclidean distance as 

shown in equation (1). The value of K represents number of 

neighbors in the system. Let’s suppose we have K=3 that 

means we have to take three nearest neighbor with minimum 

values. It provides better prediction if there are close 

neighbors in the feature dataset. 
 

“It will perform classification by finding the nearest and 

similar data points within the corresponding dataset, and it 

will perform a pretrained guess depending on those 

classifications. Even though it seems to be very simp le to 

understand and develop, this technique can be used in many 

wide applications in various domains such as 

recommendation systems, semantic searching, and anomaly 
detection and many others. KNN can also be called as lazy 

learning, which means that there is no need of specific 

training section before classification. Instead of the repeated 

efforts to generalize and abstract the data classification is 

method makes it easier. This means that we can start 

classifying as soon as the data gets generalized i.e., once 

we've our information, there will be a square measure of some 

inherent issues with this sort of algorithmic program” [8]. 
 

In some cases, the K-NN provides 100% precision in 

BC diagnosis while MLP produces 99% precision [5]. This 

improved precision happens when data distribution is not well 

defined or complex relationships exist. In another research 

paper, the K-NN produces 96.22% classification accuracy in 

BC detection [9]. the K-NN classifier is considered excellent 

in pattern recognition with PCA to predict the target class 
with better precision and test accuracy [10]. The most widely 

used Euclidean Formula is given below in equation 1. 

                                      

                    (1) 

       Euclidean Distance 

 

C. Decision Tree (DT) 

A very popular supervised learning classifier that employs 

a decision tree structure of decisions similar to full binary tree 

that uses top-down approach. The DT uses the ID3 which 

calculates Entropy and Information Gain of each attribute to 

construct the decision tree. In general, the DT works on the 

process of splitting the data between true and false in general 
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[11]. The decision tree classifier has produced 100% 

precision in BC diagnosis [5]. Some cancer images are 
complex to diagnose as different features of interest are to be 

included. This can be visualized through individual decision 

tree. Moreover, DT handles missing values and fine tunes the 

algorithm.  
 

 

 

 

D. Random Forests (RF) 

The RF algorithm comprises of different decision trees for 
ensemble of categorization, regression and differentiation in 

training. In short RF uses decision tree structure in a 

randomized fashion. The RFs are basically utilized to resolve 

issues of overfitting in decision trees. Moreover, it is resistant 

to outliers and noise in data. It tackles such issues through 

different decision trees while the final decision is based on 

majority of votes as shown in Figure 1.

Fig. 1: Random Forest uses ID3 
 

E. Support Vector Machine 

The SVM is a popular and trending supervised ML 

algorithm to find the maximum separation distance 

(hyperplane) between two clusters or classes. So SVM algorithm 

is used to draw the marginal distance between two groups of 

objects. In fact, a hyperplane (a line) separates these objects. It 

works both classification and regression [11]. SVM works well 
on small and unbalanced dataset but is black-box classifier due 

to decision boundaries and reasoning behind predictions may 

be difficult to address. In another research paper, the SVM 

produces 96.42% & 96.9% classification accuracy in BC 

detection respectively [9], [12]. The SVM formula is shown in 

equation 2. 
 

L(w,b,α)=12‖w‖2−∑mi=1αi[yi(w⋅x+b)−1]     (2) 
 

F. Naive Bayes 

Being simple and easy to implement, the Naive Bayes 

classifier works on the basis of Bayes Theorem that works 

through calculating probabilities. So, it provides faster results as 

compared to more complex problems and robust to irrelevant 

features. In Bayes theorem, we determine the probability of an 

event A, given that B has occurred. The naïve bayes theorem 

formula is shown in equation 3 below [11]. 
 

P(A|B) = P(B|A)*P(A) / P(B)                     (3) 
 

However, the Naïve Bayes classifier may not work well 

on missing values in dataset. 
 

G. Logistic Regression 

This is statistical neural network that works on binary 

classification. It works on categorical data or binary data that 

is opposite to linear regression which takes continuous data 

values. The LR uses a logistic or sigmoid function to predict 

the likelihood of a binary event occurring as shown in 

equation 3 below. 

   

                        (4) 

Where e is Euler’s constant. Further LR uses binary 

classification to classify data into two classes to take decision. 

Talking about other classifiers on BC Wisconsin data set, a 

statistical classifier AdaBoost achieves an accuracy of 98.77. 

Random Forest and SVM have achieved nearly 96.5% 

accuracy. However, ensemble learning of both these models 

enhanced accuracy by 4.3%. Another ensemble model 
Bagoost has been used to detect BCs in Indian Malva region 

that has achieved an accuracy of 98.21%. A comparison study 

of different deep learning methods is used to predict BCs and 

accuracy is achieved by 96.99%. The convolutional neural 

network achieved 97.66% accuracy [13]. In some cases, the 

logistic regression has shown the highest classification 

accuracy of 98.1% on all features of BC dataset, test accuracy 

ranges 95.6%-98.1%, highly correlated test accuracy 93%-

95.6% [14]. Most of these ML classifiers have acquired more 

than 90% test accuracy [15]. 
 

In short, our comparison table have shown better 

accuracy and sensitivity in the Result section using WEKA 

tool. 
 

III. METHOD AND PROCEDURE 
 

This experimental study is aimed to evaluate the 

comparison of performance of six supervised ML algorithms 

for BC detection. The methodology is quantitative based on 

experimentation using deep learning classifiers. Weka data 

mining tool has been used to conduct the tests. The predictive 

analysis of BC dataset downloaded from Wisconsin database 

have been presented through steps in table 2. 
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Table 2: Procedure of ML Models in WEKA 

Loading BC Dataset with Classes (C0, C1) 

 No Filters in Preprocessing 

  Apply Classifiers on Training Set (66% & 34%) 

   No Missing Values in Instances 

    Measure Performance Metrics 

     Analyze Confusion Matrix 

     Visualize Results 

 

A. Algorithm 

 Perform data preprocessing for missing values, noise 

reduction, data reduction, normalization if/when required.  

 Read BC dataset. 

 Divide data into features and class. 

 Check features of interest for class prediction. 

 Split the dataset in two training and testing set in 66:34 

respectively. 

 Apply ML classifiers.  

 Measure accuracy and other evaluation metrics. 

 Save/print performance reports of different models with 

class.  

 Plot confusion matrices of all classifiers comparing actual 

with predicted class. 

 Visualize Results. 
  
B. Breast Cancer Dataset 

Normally datasets provide attributes of data in different 

formats. In our dataset, all attributes are relevant and have 

nominal values of true and false, and there is no missing value 

in the data. Hence no preprocessing is required. Decision list 

contains 21 rules. These attributes contain features that may 

be used in various detection and prediction strategies. In this 

paper, we have used free publicly available dataset Wisconsin 

of UCI repository. We h a ve  compared accuracies, 

precision, recall, F-measure, MCC and MOC using six ML 
algorithms; SVM, Logistic Regression, Random Forest, 

Naive Bayes, Decision Tree and K-NNs and Decision Tree 

classifiers. We have shown that SVM and DT have the highest 

accuracy while f-test yields better results for the smaller 

datasets while sequential forward selection for the larger 

datasets. There is no duplicate feature in the data neither in 

values nor in the index [9]. Multiple researchers have used or 

referred the Wisconsin datasets [16], [12], [3], [15], [14], [9], 

[14], [17], [18] and many others. 
 

C. Dataset Information 

The dataset plays a crucial role in machine learning as it 

serves as the foundation for training, evaluating, and 

improving machine learning models. The quality, size, and 

composition of the dataset directly impact the performance 

and generalization ability of the resulting model. Some of the 

important information of dataset used is presented below. 
 

Total Rows:    286 

Total Attributes:   10 
 

Age, Menopause, tumor-size, inv-nodes, node-caps, 

degree malignant, breast, breast-quad, irradiat, Class. This 

breast cancer dataset was obtained from the University 

Medical Centre, Institute of Oncology, Ljubljana, 

Yugoslavia. 

Some of the important features of Wisconsin dataset have 

been presented in table 3. The dataset attribute “node-caps” 

contains 8 missing rows (3%) and only one missing row in 

“breast-quad”. The missing values are filtered through 
“ReplaceMissingValues” in WEKA in preprocessing the 

dataset. After preprocessing, there is not significant change 

in the results. Feature selection procedure is not needed and 

the data is already in .CSV format. 

 

Table 3: Important Features in Dataset Contribution 
Feature No. Feature Name Contribution to Dataset (%) 

3 tumor-size=30-34 21% 

1 age=55-59 33% 

2 Menopause (Premeno) 45% 

7 Breast (Right) 53% 

10 Recurrence Events 30% 
 

IV. EXPERIMENT AND RESULTS 
 

In many cases, the correctly classified instances do not 

exceed more than 95% [19]. In predictive analysis and the 

reliability of the machine learning algorithms can be 

measured using success metrics. Positive classification 

means identifying correct malignant case. True Positive 

(TP), True Negative, False Positive (FP) and False Negative 
(FN) classifications are used to calculate different metrics to 

evaluate the results [15], [12].  
 

 TP = True Positive means model identifies correctly as a 

BC patient.  

 TN = True Negative means model identifies correctly as 
an individual with no BC.  

 FP = False Positive means model incorrectly identifies 

as a non-BC patient as having BC.  

 FN = False Negative means model fails to identify a 

patient having BC. 
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All six machine learning classifiers are tested for breast 

cancer detection using WEKA tool. The important evaluation 
metrics for a classifier are F-score, accuracy, precision, P4, 

Kappa, MCC, AUC and ROC. All these evaluation measures 

are calculated and evaluated. To handle the variables, the six 

classifiers applied in this dataset all use 66% of the data for 

training and 34% of the data for testing. WEKA data mining 

tool is famous handy tool so the intelligent techniques are 

applied [18]. We are more concerned with two performance 

measures i.e. accuracy and recall (true positive or 

sensitivity). The results of all classifiers are presented in 

Figures 2-8 at the end of this paper. 
 

As it is clear in figure 8 that incidence of BC increases 

as age increases. The maximum chance of getting BC is in 

age group 30 – 70. The sensitivity and accuracy of another 

[1] paper is 97.14 and 97.65 respectively while our proposed 
method produced better results as shown in the Table 4. 

 

Breast Cancer Prediction (99% ROC ML) 

 

Table 4: Results Achieved BY Classifiers 

Classifier Type Performance Existing Results 

Recall Accuracy Recall Accuracy 

Logistic Regression 89.6% 76.0% 66.10 57.80 [3] 

Naïve Bayes 86.0% 75.0% N/A 74.00 [2] 

K-NNs 99.5% 97.9% 97.65  97.14 [1] 

SVM 91.0% 75.0% 83.33 83.33 [13] 

Random Forest 98.5% 97.9% 95.65  95.71 [1] 

Decision Tree 96.0% 75.8% N/A 83.00 [2] 

A. Principal Findings 

In this experiment, we have applied six ML classifiers to 

develop BC detection model to identify the disease. Their 
performance is calculated and compared with each other, and 

the results are indicated in table 4 above. It is clear that 

Random Forest (RT) and K-NN’s produces good results as 

both produce 97.9% accuracy metric. While KNN’s 

outperforms RT and produces 99.5% recall as compared to 

98.5% by RT. Moreover, the ROC curve of decision tree and 

random forest are 99.9%. Moreover, KNN’s is slightly better 

in terms of specificity (TN). Talking about confusion matrix 
of BC dataset, the KNN’s misses two cancer patients in 

classification process. While random forest misses two non-

patients which is tolerable. All six machine learning 

algorithms are presented in Table 5. 

 

Table 5: Six Supervised Learning Algorithms for Breast Cancer Detection 

 
 

Currently, we have compared six supervised learning 

models for BC detection as shown in the table 5 above. The 

performance of KNN’s and RF is optimal in BC detection. 

Recall is the number of positive results divided by total 

positives. So, recall is another good performance metric and 

SVM produces 96%. After external validation of results from 

the academia and industry, we will scale this experiment on 

different DL algorithms using ensemble learning to draw 

more accurate and valid results. 
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Limitation of this study is that if the features have 

different scales, then K-NN may not produce good results. 
Secondly Random Forest needs tuning of hyperparameters 

due to number and depth of trees. 
 

V. CONCLUSION 
 

The classification validation hugely depends on 

assessment pattern. This experimental paper has presented six 

supervised ML classifiers such as k-Nearest Neighborhood, 

Logistic Regression, Decision Tree, Random Forest, Support 

Vector Machine and Naïve Bayes on Wisconsin Breast 
Cancer Dataset. Our study has shown the performance 

evaluation of these supervised ML classifiers and it is clear 

that two models have achieved better accuracy, recall and 

other performance metrics on identifying women at high risk 

of breast cancer as risk factors. These two models are K-NNs 

and Random Forest.
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Fig. 2: Logistic Regression Results 

 

 
Fig. 3: NaïveBayes Results 

 

 
Fig. 4: SVM Results 
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Fig. 5. K-NN’s Results 

 

 
Fig. 6: Decision Tree Results 

 

 
Fig. 7: Random Forest Results 

 

 
Fig. 8: BC Prediction Data Age Wise 
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