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Abstract:- As one-third of the world's energy 

consumption, crude oil is vital to the global economy, 

yet because of its volatility and complexity, it is still 

difficult to estimate its price.Although machine learning 

models might enhance forecasts, they are not 

impervious to unanticipated shocks, geopolitical events, 

and uncertainty in the world economy. Few studies have 

employed hybrid models to increase prediction 

accuracy, despite a large body of research on machine-

learning models' potential to improve forecasting. The 

current approach for predicting petroleum prices 

forecasts for a short time horizon (10 days) by ignoring 

outside data that could enhance the prediction 

performance. Though useful for many in the oil and gas 

sector, short-term petroleum price forecasting has some 

limitations and challenges of its own, including limited 

accuracy, volatility and uncertainty, and a potential 

inability to fully account for the unpredictable effects of 

government policies on petroleum prices. In the oil and 

gas sector, medium- to long-term predictions may offer 

more consistent and trustworthy direction for strategic 

planning. This degree of selective attention is also 

lacking in current skip connection-based forecasting 

algorithms. When the network is producing predictions, 

attention mechanisms enable it to choose focus on 

distinct segments of the input sequence. As a result, the 

skip connection increases the model's computational 

complexity, necessitates a large amount of memory, 

adds noise and redundancy, and needs to be carefully 

designed and tuned to fit the network architecture and 

data domain. In order to increase the accuracy of 

petroleum price predictions, this study suggests 

combining the benefits of long short-term memory 

(LSTM), CNN, and attention connection. The proposed 

model outperformed the classical skip base CNN-LSTM 

algorithm, which came in second place with an MAE 

and RMSE of 0.0231 and 0.0297, and skip base CNN-

GRU, which achieved the highest MAE and RMSE of 

0.0236 and 0.0318, respectively, according to 

experimental results on MATLAB 2022a. The proposed 

model also achieved the lowest MAE and RMSE values 

of 0.0175 and 0.0199. 
 

Keywords:- Attention; Deep Learning; Convolutional 

Neural Network; Long Short-Term Memory; Machine 

Learning; Petroleum Price and Forecasting. 
 

I. INTRODUCTION 
 

Petroleum, the world's most traded commodity, is the 

primary energy source for economic activity. Petroleum is 

vital to civilization and industry, and it also contributes 

significantly to global politics and international relations 

since it meets a large portion of the world's energy needs. It 

is still the world's most important energy source, 

accounting for 33% of total primary energy use [1]. Its 

importance is demonstrated by the fact that 94% of all 

energy used is utilized in the transportation sector, where it 

is dominant. Fuel prices have long been a source of anxiety 

for people in all social classes.Petroleum price fluctuations 

directly affect the country's economy by affecting 
consumers, producers, retailers, and the public and private 

transportation sectors. It also indirectly affects inflation, 

stock market performance, commodity prices, and other 

key facets of contemporary man's life cycle [1].  
 

Furthermore, governments can boost economic 

stability and effectively prepare for significant fluctuations 

in oil prices through reliable forecasting The literature [2] 

reports that the oil market is extremely turbulent. In 

addition to supply and demand, additional variables that 

impact crude oil prices include stock prices, political unrest, 

economic activity, and more. Because oil is chaotic and 

unpredictable, it is therefore very difficult to predict, even 

if oil price prediction is very crucial [2]. 
 

As a result, numerous methods have been put out in 

the literature to forecast the price of gasoline [3]. To solve 

this issue, both machine learning and conventional 

statistical models have been used [4[Using machine 

learning to predict petroleum prices is a challenging 

endeavor that calls for extensive data processing and 
domain expertise. Nonetheless, it is feasible to forecast 

future oil prices by analyzing previous data using machine 

learning models. 
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Developing a machine learning model to forecast 

petroleum prices can be done in a number of ways. Using 
time series analysis techniques like Seasonal 

Autoregressive Integrated Moving Average (SARIMA) or 

Autoregressive Integrated Moving Average (ARIMA) is 

one popular approach [5]. By identifying patterns and 

trends in the previous data, these models are able to predict 

future prices.Another strategy is to forecast future prices 

using machine learning methods like neural networks, 

support vector regression (SVR), and random forests. 

Numerous variables, including supply and demand, weather 

patterns, geopolitical events, and economic indicators, can 

affect oil prices and are included in these models. However, 

these strategies frequently proven to be unsuccessful due to 
the crude oil market's generally unpredictable nature. 

 

Furthermore, unforeseen or abrupt fluctuations in oil 

prices brought on by peculiar occurrences might 
significantly impair the forecasts' accuracy. Recent research 

has investigated the application of hybrid models to 

forecast the specifics of changes in crude oil prices in such 

circumstances.The application of hybrid models to enhance 

the prediction of crude oil prices based on outside data has 

increased. Nevertheless, research employing these models 

has concentrated on forecasting crude oil prices through a 

single-step, univariate strategy utilizing traditional deep-

learning techniques. The application of hybrid models to 

enhance the prediction of crude oil prices based on outside 

data has increased. Nevertheless, research employing these 

models has concentrated on forecasting crude oil prices 
through a single-step, univariate strategy utilizing 

traditional deep-learning techniques [6]. 
 

You will need to compile a sizable dataset of past oil 

prices together with other data points, such stock market 
indices, geopolitical events, and oil production and 

consumption statistics, in order to create an efficient 

petroleum price prediction model. In addition, the data must 

be meticulously cleaned and preprocessed before being 

incorporated into your model. It is crucial to remember that 

a variety of intricate and unpredictable factors affect 

petroleum prices, therefore any forecasts produced by a 

machine learning model should be considered estimations 

rather than exact forecasts. Furthermore, the price of 

petroleum is highly volatile and can vary quickly in 

response to unforeseen circumstances or modifications in 
the market. Therefore, additional factors must be included, 

such as text-related data from news articles and social 

media sources, to overcome uncertainties with this kind of 

prediction [6]. These texts can offer comprehensive and 

contextual information on how oil prices fluctuate in a 

more descriptive manner. Thus, this research employs a 

hybrid model using CNN and Long Short-Term Memory 

(LSTM) with an attention connection mechanism to 

improve the forecast accuracy. 
 

II. RELATED WORK 
 

This section aims to provide a review of the existing 

literature related to the paper's specific topic on the 

prediction of the crude oil price and the use of artificial 

neural networks or other artificial intelligence algorithms. 

There were a number of researchers that showed the ability 

of machine learning techniques in studying the predictions 
in the price of crude oil. In relation to that, [7] introduced 

Crude Oil Price Prediction Based on a Dynamic Correcting 

Support Vector Regression Machine. For the authors to 

make the forecasting result more accurate, the HRGA is 

applied to the optimized parameters of 𝜀-SVR. The 

predicted result is very good. But in cases where the 

number of features for each data point exceeds, the SVM 

will underperform.   
 

[8]suggested Particle Swarm Optimization-Based 

Intelligent Prediction System for Gas Metering System 

Training Neural Networks. This study presents a 

comparison of the performance of PSONN and GANN with 

pure ANN. The findings demonstrate that the suggested 

PSONN model produces encouraging outcomes in terms of 

gas measurement prediction accuracy. With the expert 
integration system, IPS can be expanded for other industry 

applications in the future.  
 

Introduced a novel method for predicting crude oil 
prices based on stream learning. The researchers compared 

our stream learning model to three other widely used oil 

price prediction models in order to assess its forecasting 

accuracy. The experiment results demonstrate that over a 

range of forecast time horizons, the stream learning model 

achieves the highest accuracy in terms of both mean 

squared prediction error and directional accuracy ratio. 

Nevertheless, large amounts of data processing and storing 

can be challenging due to the memory and processing 

resources that are typically limited in streaming learning 

algorithms.  
 

[10] made Crude Oil Price Forecasting available. 

XGBoosting has repeatedly shown itself to be a successful 

prediction technique for problems including both 

classification and regression. However, XGBboosting can 

be memory-intensive, particularly when dealing with large 
datasets, which makes it less appropriate for systems with 

constrained memory. [11]provided a random wavelet neural 

network-based accuracy evaluation and global crude oil 

price forecast using synchronization. The empirical 

findings show that the suggested model is helpful in 

increasing forecast precision and has a greater accuracy in 

terms of changes in the price of crude oil. On the other 

hand, Wavelet Neural Networks can be prone to overfitting, 

which happens when the model is too complicated and fits 

the training data too closely, leading to poor performance 

on the new dataset. This can make it challenging to read 
and understand the results of these networks. 

 

[12] introduced a predictive model for estimating 

petroleum consumption using a machine learning approach, 

the result obtained revealed that the two machine learning 
models: LR and RFR outperformed the ARIMA model 

with lower values of prediction accuracy in terms of MAE, 

MAPE, RMSE, and R2. However, the prediction can be 

improved if the parameters of the machine learning models 

were tuned.    
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[2] proposed Oil price forecast using deep learning 

and ARIMA, the results show that a convolution neural 
network yields the best performance with a relatively 

simple structure and lesser training time. However, 

exploring the ensemble of several different models than 

improve the crude oil price prediction accuracy. Moreover, 

it will also be interesting to combine traditional trend and 

seasonality models while applying neural networks 

specifically to model the residuals to improve the accuracy 

of long-term prediction.  
 

[13] presented a crude oil price prediction using 

complex network and deep learning algorithms, the 

experiments show that the proposed model has higher 

accuracy, and is more robust and reliable. However, the 

paper only considers crude oil prices in Nigeria, without 

necessarily considering other factors such as financial 

market, economic growth, dollar exchange rate, demand 
and supply etc. The model proposed in this work is built 

based on monthly data, which restricts the prediction 

horizons to months.  
 

[14] constructed a Crude oil price prediction model 
with long short-term memory deep learning based on prior 

knowledge data transfer. The authors adopt several 

evaluation methods to compare the predictive ability of 

Type I, Type II, and Type III data. The comparison results 

of MAE, RMSE, MAPE, SMAPE, TIC, and R show that 

Type III predicting performance is better than Type I and 

Type II. However, LSTMs are unable to handle temporal 

dependencies that are longer than a few steps. The 

researchers found that when they trained an LSTM on a 

dataset with long-term dependencies (e.g., 100 steps), the 

network struggled to learn the task and generalize to new 

examples.  
 

[15] proposed Oil Price Predictors using a Machine 

Learning Approach. After analyzing the results and 

comparing the accuracy of the model first, we can conclude 
that oil prices in 2019-2022 will have a slight upward trend 

and will generally be stable. However, the use of other 

machine learning algorithms or the identification of new 

factors of influence for obtaining more accurate predictions.  
 

[16]Using machine learning to generate a crude oil 

price forecast, the author deduces that the AR model has 

the highest MSE value. The MSE value of MA changes 

significantly when compared to AR. Ultimately, the 

ARIMA model has the lowest MSE value, as we can see. 

The relationships and interdependencies between various 

variables, as well as the impact of outside variables on the 

time series, including marketing, competition, or events, are 

not, however, captured by ARIMA models.  
 

(17) established a multi-step-ahead crude oil price 

forecasting model using an extreme learning machine 

optimized by the particle swarm optimization algorithm and 

a two-layer decomposition technique. The empirical results 

demonstrate that the prediction model suggested in this 

paper increases the accuracy of crude oil price predictions. 
The trend of crude oil price series, however, is affected by 

multidimensional and complex factors. However, other 

influencing factors that affect crude oil price changes can 

be considered to further improve the overall forecasting 
effect.  

 

[18] predict the Price of Crude Oil and its Fluctuations 

Using Computational Econometrics: Deep Learning, 

LSTM, and Convolutional Neural Networks. However, the 
use of advanced techniques such as optimization and 

photogrammetry in the oil industry to study multiple 

aspects and characteristics.  
 

[19]utilized The authors have shown that the 
AdaBoost-LSTM and AdaBoost-GRU models outperform 

the benchmarking models as expected, and the empirical 

results demonstrate that the AdaBoost-GRU is superior to 

all models studied in this research. Crude oil price 

prediction: A comparison between AdaBoost-LSTM and 

AdaBoost-GRU for improving forecasting performance. As 

a result, predicting crude oil prices using the AdaBoost-

GRU ensemble-learning model of all other models shows 

promise. However, AdaBoost employs a regressive learning 

boosting method. High-quality data is therefore required. 

Additionally, it is highly susceptible to noise and outliers in 
the data, therefore these elements must be removed before 

utilizing the information. Moreover, compared to the 

XGBoost algorithm, it is far slower.  
 

[20] introduced a time series Analysis of Nigerian 
Monthly Crude Oil Prices. This price rise may take the 

Nigerian government out of unchartered waters and the 

worst recession in 40 years. This will give the Nigerian 

government the chance to revive the economy only if they 

diversify the economy, create job opportunities, combat 

insurgency, and put in place zero-tolerance measures 

against corruption and mismanagement of public funds. But 

ARIMA models require a lot of data preprocessing and 

tuning, as you need to check the stationarity, 

autocorrelation, and partial autocorrelation of the data, and 

find the optimal values of the parameters using trial and 
error or grid search.  

 

[21] presented a process of modeling the Nigerian 

Bonny Light crude oil price: the power of fuzzy time series, 

The fuzzy time series model is hereby recommended as the 
best model for estimating the price of the Nigerian Bonny 

Light crude oil. But fuzzy time series require subjective 

decisions, especially in the fuzzification stage. In some 

fuzzy time, series methods, membership values are ignored, 

but the membership values are vital in a fuzzy inference 

system.  
 

[22] proposed The Optimal Machine Learning 

Modeling of Brent Crude Oil Price, the findings indicate 

that the ANN and DNN models are highly accurate in 

forecasting the price of Brent crude oil, and it is advised 

that they be used consistently to both closely monitor the 

price of Brent crude oil and to anticipate future prices. 

However, the DNN model lacks interpretability, which 

makes it challenging to comprehend how the model 

generates predictions. In addition, the model can be 
computationally expensive, needing a significant amount of 
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time and computing power to train and optimize the 

network.  
 

[23] proposed a Multi-Step Crude Oil Price Prediction 

Based on LSTM, it was concluded that the proposed hybrid 

approach is promising for crude oil price 

forecastingsurpassing all other contestants. However, 
alternative signal decomposition techniques can also be 

utilized. Additional datasets on crude oil prices and state-

of-the-art metaheuristics can be employed for validation. It 

is also possible to employ stacked LSTM models and 

LSTM coupled with layers of a convolutional neural 

network (CNN). All of this would be far too much to apply 

in a single study, though, and future research in this 

challenging field is probably going to cover every topic that 

has been addressed. 
 

[24] proposed Artificial Intelligence-Based Prediction 

of Crude Oil Prices Using Multiple Features under the 

Effect of the Russia–Ukraine War and COVID-19 

Pandemic, There is a comparison between the outcomes 

produced by deep learning and machine learning 

algorithms. Finally, our approach can accomplish high-
performance estimate with an average mean absolute error 

value greater than 0.3786. For more precise forecasts, we 

intend to create DL networks. Furthermore, one approach 

whose inference system is a collection of fuzzy rules with 

learning capabilities is the neuro-fuzzy inference system 

(ANFIS). This approach should be seen as one that can aid 

in improving prediction, along with other algorithms like 

teaching-learning-based optimization (TLBO).  
 

 

 

 

[25] proposed modeling liquefied petroleum gas 

prices in Nigeria using time series machine learning 
models, concerning the result of the MAPE, the naive 

models produced lower MAPE values for most states 

compared to the NNETAR and ARIMA models, implying 

that the naive model produces valuable predictions of the 

price of 12.5kg refilling LPG for most states in Nigeria. 

However, the model required significant trial and error to 

develop and optimize, which can be time-consuming and 

require a lot of data.  
 

[26] predict crude oil prices in Nigeria with machine 

learning models, the NNETAR model yielded the optimal 

forecast performance for crude oil prices in Nigeria as it 

had the lowest RMSE and the MAE among all other 

models it was concluded that the proposed hybrid approach 

is promising for crude oil price forecasting, outscoring all 

competitors. However, by incorporating crude oil price 
interventions over the years to understand the price 

changes.   
 

Recently in 2023, [6] proposed petroleum price 

prediction with CNN-LSTM and CNN-GRU Using Skip-
Connection, the proposed models both showed significantly 

better performance than the existing vanilla LSTM and 

GRU models. However, the research ignored external 

influential factors that can improve the forecast accuracy. 
 

III. METHODOLOGY 
 

This section is subdivided into five subsections that 

describe the: (1) multivariate input, (2) CNN-based 

architecture, (3) LSTM/GRU-based architecture, (4) 
attention connection technique, and (5) output layer to 

enhance the prediction accuracy of petroleum prices. The 

proposed framework is presented in Fig. 1.  
 

 
Fig. 1: Framework for the proposed study 
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 The description of each of the stages is further 

elaborated in the following subsections. 
 

A. Multivariate Input Sequences  

Seven variables make up our data, which are a 

multivariate time-series sequence: (1) regular petroleum 

price; (2) premium petroleum price; (3) diesel price; (4) 
WTI crude oil price; (5) Brent oil price; (6) Dubai oil price; 

and (7) heating oil price. The sequential data of the variable 

is represented by each row in our data, which is a vector 

whose length varies based on the number of previous 

timesteps (t) in our input layer. By using more historical 

timesteps in the data, the sample size is expanded, which 

improves prediction accuracy. Afterward, we feed our data 

into the CNN layers. 
 

B. CNN  

CNN models have performed admirably across a number 

of picture datasets. The convolutional layers and pooling 

layers make up the CNN architecture. The convolutional 

layers are specifically made to filter and extract useful 

features from images, like channels, color, and resolution. 

For each convolutional layer, there is a convolution kernel, 
or filter, which functions as a small window and 

sequentially slides from left to right over a sub-region to 

extract the essential but minimal aspects of a given image 

through complex convolution operations. A rectified linear 

unit (ReLU), a nonlinear activation function, and a pooling 

layer come next.In order to extract unique features from the 
raw input image data, the CNN subsamples, removes 

particular values from the convolved features, and shrinks 

the dimensions of the matrix in each pooling layer. For 

instance, the most important feature properties of that kernel 

are represented by the max-pooling approach, which 

computes the largest value from each window shift. 

Therefore, before the fully linked layer is employed, the 

pooling layer generates matrices of various dimensions that 

are subsequently processed layer by layer to obtain the final 

pooled output value. The robust properties of our time-series 

data can be captured by a CNN architecture without 

requiring iterative extension of the matrix's dimensions. 
After the CNN layers, we then process our data using an 

RNN, which considers the long-term features of the data. 
 

C. LSTM  
The vanishing gradient problem stated earlier was suggested 

to be resolved with LSTM. As seen in Figure 2, an LSTM 

contains three gates. Information can be optionally let via 

the gates. They consist of a pointwise multiplication 

operation × and a sigmoid neural net layer σ. The first is the 

forget gate (ft), which checks to see if the preceding cell's 

state Ct-1 is reflected as follows:

 

 
Fig. 2: The Structure of a Long Short-term Memory Cell. 

 

As seen in Figure 8, the forget gate ( f (t )) chooses 

whether to retain or discard the data from the cell state. A 

logistical function yields a result for f (t) of 0 or 1, 

respectively, denoting the abandonment or maintenance of 

the current cell state at time step t. where the weight, output, 

input, bias, and x, y, and z are, in that order. The symbol for 

the activation function is ¾. However, as Eq. 4 illustrates, 

the input gate determines which input values are permitted 
to be stored in the cell state. where g (t) is the new candidate 

value, c(t) is the new cell state, and i (t) is the signal (0 or 1) 

that governs the updating process.Furthermore, the LSTM is 

a potent machine learning model that can capture both long-

term dependency and non-linear relationships in a complex 

dataset since the output gate (o(t )) is in charge of releasing 

the stored information to the subsequent neurons. Compared 

to an RNN, the state Ct-1 of the preceding cell can be 

altered less in an LSTM. Consequently, one benefit of 

LSTM is that it can more accurately reflect a cell's initial 

state. 

D. Attention Connection 

In this research, the classic LSTM with Attention was 

proposed. The ability of a model to concentrate on particular 

components inside the data—in this case, the hidden state 

outputs of LSTMs—is referred to as attention in machine 

learning. To obtain state-of-the-art outcomes, the suggested 

design consists of an attention layer inserted between 

traditional LSTM layers. An interesting example is given by 
deep learning models with attention. They frequently 

provide interpretability in the form of attention heat maps 

along with overall performance gains. They are also 

frequently faster than employing a traditional LSTM. In 

order to anticipate the target time series, this seeks to 

identify pertinent information from among the many aspects 

of the electrical time series data. 
 

Different trading information has varying priorities in 

petroleum datasets; certain information is superfluous, while 

other information could be crucial. We also need to 
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prioritize important features and eliminate unnecessary 

features when predicting the energy index. As a result, an 
energy forecast model can be established and decisions can 

be guided by the useful information from various time 

periods. The study suggested an attention link to optimize 

the input feature sequence in the prediction of petroleum 

time series, drawing inspiration from the previously 

mentioned data.  
 

We therefore use attention connections for the layers of 

CNN and LSTM. As a result, we add connections to the 

hybrid model and incorporate them into our proposed CNN-

LSTM hybrid model. At present, A common technique 

found in many deep learning architectures is attention 

connections. Thus, we implement an altered version of the 

attention layer immediately before the fully connected 

layers, much like in the skip architecture. We present CNN-

LSTM-Attention, a proposed model that comprises of two 
max-pooling layers with a pool size of 3 × 2, two 

convolutional 1-dimensional (1D) layers of 512 × 512 filters 

with a kernel size of 3, and two LSTM layers with 512 units 

each. Then, to concatenate the data and create the attention 

connection layer, we employ flattened layers as both our last 

encoder layer and the first input layer of the LSTM layers. 

Ultimately, the output is generated by applying the 

activation function.  The newly obtained model can pay 

more attention to the specific input feature sequence, extract 

the key feature sequences effectively, and eliminate the 

influence of the redundant feature sequences because of the 

attention weight. Theoretically, the prediction accuracy can 
be better. 

 

E. Dataset Collection and Description 

In the study, the data for training the model are taken 

from a dataset was extracted from the official website of 
South Korea’s national oil corporation Available online: 

https://www.opinet.co.kr/user/dopospdrg/dopOsPdrgSelect.

do (accessed on 29 December 2021) and the official Yahoo 

Finance Site Available online: https://finance.yahoo.com/ 

(accessed on 2 January 2022) using a Python-based 

application programming interface. The National Oil 

Corporation website provides South Korea’s daily petrol oil 

prices, including regular, premium, and diesel prices, while 

the Yahoo Finance site provides a range of stock market 

prices for stockholders and investors, including the daily 

stock prices, exchange traded funds, exchange rates, and oil 
prices. 

 

F. Experimental Setup and Choice of Metrics 

In this experiment, the simulation approach was adopted 

to run several computer simulations. This is necessary to 
evaluate the performance of the model against other models 

with different algorithms on MATLAB 2021a. The system 

was implemented with MATLAB version 2021a on a DELL 

laptop System Corei (TM) i7-4200U, 2.4GHz CPU and 6GB 

RAM. The system is experimented with using the dataset 

specified in the design. 
 

Testing the Neural Network is a vital step in the design 

process. In this research, a Standard Statistical forecasting 

metric was used to evaluate the network performance in 

other to select the model with the best performance. The 

developed network is tested and evaluated by using the 

Mean Square Error and Root Mean Square Error (RMSE) in 
the MATLAB Neural Network (NN-tools) package. Also, 

mean average percentage error (MAPE) and correlation 

error (R2) are used to ascertain the model’s prediction 

accuracy. The following mathematical equations are used to 

calculate the first two evaluation metrics: 
 

 
 

 
 

where n is the number of observations, yi is the ith 

observed value, Ýi is the corresponding predicted value, and 

y is the true value (or ground-truth value). RMSE is simply 

the root of the mean squared error. We calculated how well 

these sets of data are related to each other. Finally, the 

coefficient of determination (R2) provides us with an overall 

guideline for tracking the goodness of fit of our proposed 

model throughout the next n-days of prediction. It is 

calculated as follows: 
 

 
 

where yi is the vector of actual values, Ýi is the vector 

of predicted values, and y¯i is the mean value of the y 

values. 
 

IV. RESULTS 
 

To determine whether model produces a more accurate 

forecast utilizing this research, the accuracy of the predicted 

forecasts of the proposed model will be compared with the 
other models. RMSE, MSE, and correlation error (R). 

Evaluating a petroleum forecasting model is crucial to 

ensure its accuracy and reliability in predicting petroleum 

prices or related metrics. Now, we'll give the forecasted 

result based on all of the algorithms, rank each model 

according to its performance criterion, and talk about the 

results. The primary objective of the simulation's generated 

graphs is to provide the reader with a summary of the trend's 

continuation rather than a direct analysis. The proposed 

model was implemented using the parameter settings 

depicted in table 2. 70% of the data was used for training 
and 30% was used for testing. Training the proposed deep 

learning model with 70% of the data and reserving 30% of 

the data for testing is a common practice in machine 

learning and deep learning for several important reasons: 

The primary purpose of reserving a portion of the data for 

testing is to evaluate the model's performance on unseen 

data. It allows us to assess how well the model generalizes 

to data it has not been exposed to during training. This split 

helps in understanding the trade-off between bias and 

variance. The training data is used to fit the model, and the 

testing data is used to evaluate how well it generalizes. If the 

               (1) 

                 (2) 

          (3) 
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model performs well on the training data but poorly on the 

test data, it may be overfitting (high variance). Conversely, 
if it performs poorly on both, it may be underfitting (high 

bias). Therefore, splitting the data into training and testing 

sets is a fundamental practice in machine learning and deep 

learning to ensure that models are developed, evaluated, and 

fine-tuned effectively. It helps strike a balance between 

fitting the data well and ensuring that the model can make 
accurate predictions on new, unseen data. Table 1 depict the 

summary of the overall parameters use for the 

implementation of the system. 

 

Table 1: Parameter Settings 

Parameter Settings 

Normalization MinMax 

Input Layer 1 

Output Layer 1 

Train ratio 70 

Validation 30 

Input Size 1 

Num Responses 1 

Convolutional Layer 4 

Max Pool Layer 1 

Num Hidden Units 200 

Sequence Input Layer Input Size 

LSTM Layer 4 

Attention Layer 1 

Fully Connected Layer 1 

Regression Layer 1 
 

A. Evaluation of the Predictors 

Evaluating a petroleum forecasting model is an iterative 

process that involves refining the model based on feedback 

and performance metrics. It's crucial to take into account the 

particular requirements. and objectives the forecasting task 

and to select appropriate evaluation methods accordingly. It 
is important to choose appropriate evaluation metrics based 

on the specific task and goals of the forecasting model. In 

this research, we the common metrics for petroleum 

forecasting which include: 

 Mean Absolute Error (MAE): Calculates the mean 

absolute difference between the values that were 

expected and those that were not. It offers a sense of 

forecast accuracy and is simple to comprehend. 

 Root Mean Square Error (RMSE): Similar to MAE 

but gives more weight to larger errors. It helps penalize 

larger deviations from actual values. 

 Coefficient of Determination (R-squared or R^2): 
Measures the proportion of variance in the target 

variable explained by the model. It provides an 
indication of how well the model fits the data. 

 

Finally, the results are compared with the baseline 

model to compare the forecasting model's performance in 
predicting the next value as the current one. From the results 

of our simulation, we obtain the following plots which will 

demonstrate how perfectly fit is our model. To validate the 

developed network, the coefficient of determination (R-

squared or R2) is used to show how accurately the proposed 

trained model fits the dataset. 
 

 
Fig. 3: Coefficient of determination (R-squared or R2) 
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From Figure 3. It was observed that the value of R is 

close to 1 (good) which demonstrate that the model 
prediction is close to the actual dataset. If it was close to 

zero (bad) then it shows that the model completely fails in 

making a correct prediction. In our own case, the model 

prediction was close to the actual test which demonstrate a 
good prediction by the proposed model as shown in table 2 

below. Figure 4. display the error autocorrelation function.  
 

 
Fig. 4: Auto correlation error for the proposed model 

 

Figure 4 shows how the prediction errors are related in 

time. Idyllically, for perfect prediction model, there should 

be only one nonzero value of the autocorrelation function. 

These nonzero values should occur at zero lag; this is also 

called mean square error. Such an autocorrelation function 

would imply complete un-correlation of predicted errors 

with each other. Base on the graph as shown in Figure 4 the 

correlations, except for the one at zero lag, fall 

approximately within the 98% confidence limits around 

zero, thus the model appears to be suitable. If there were 

significant correlation in the prediction errors, then it’s 

possible to improve and enhance the prediction accuracy 

maybe by changing the neural network structure or 

increasing the number of delays in the network. 
 

B. Result Presentation 

Table 2 illustrates how the performances of the proposed 

attention base CNN- LSTM model performed when 

compared with those of the Skipp base CNN-LSTM for long 

term forecast horizon using MAE, RMSE and R2. 

 

Table 2: Performance Comparison with existing method for long term forecast (≥ month) 

Model Algorithm Connection Variable MAE RMSE R 

Proposed CNN-LSTM Attention Multivariate 0.0175 0.0199 0.9906 

CNN-LSTM Skip Multivariate 0.0231 0.0297 0.9884 

CNN-GRU Skip Multivariate 0.0236 0.0318 0.9855 
 

For the RMSE and MAE, the smaller the value, the 

better the performance. In our own case, the model 

prediction error was very small which demonstrate a good 

prediction by the proposed model as shown in table 3. This 

is further supported by the explanations in the subsections 

below. For more intuitive discussion, each of the predictive 

accuracy is depicted in the subsequent figures.] 
 

C. Result Analysis 

In this subsection we present an intuitive discussion 

using graphical representation of the results achieved after 

simulating the method. The performance of the proposed 

model is compared with CNN-LSTM and CNN-GRU with 
skipp connection. The analysis is presented for the three 

metrics used for the evaluation in the proceeding section. 

For the RMSE and MAE, the smaller the value, the better 

the performance. Hence, we will evaluate the proposed 

model with other popular algorithms from the baseline 

method. 
 

V. MAE 
 

MAE measures the average absolute difference 

between the predicted values and the actual target values. 

Lower MAE values indicate better prediction accuracy. 

Figure 5 depict the MAE score for the proposed attention 

base hybrid CNN-LSTM algorithms as compare to the other 

baseline method (Skip base Hybrid CNN-LSTM and Skip 

base Hybrid CNN-GRU) both with multivariate inputs. 
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Fig. 5: MAE for all method 

 

From figure 5. The proposed model achieved the 

lowest MAE value of 0.0175 which the translate to better 

performance compare to the classical skip base CNN-LSTM 

algorithm which came second with an MAE of 0.0231and 

skip base CNN-GRU which attain the highest MAE of 

0.0236 respectively. Thus, the proposed model excel at 

aligning source and target sequences and focusing on 

relevant predictive feautures in the petroleum price 

datasets.this makes the  attention mechanisms beneficial in 

few-shot learning scenarios, where the model is required to 

adapt to new tasks with limited training data. The attention 
connection helps the model concentrate on relevant 

information during both training and inference. However, 

MAE is a useful metric for assessing prediction accuracy, 

however, it should be considered alongside other evaluation 

metrics, such as Root Mean Square Error (RMSE). Hence, 

the RMSE score is further evaluated in the next subsection. 
 

VI. RMSE 
 

RMSE is similar to MAE but gives more weight to 

larger errors. It calculates the square root of the mean of the 

squared differences between predicted and actual values. 

For the RMSE, the smaller the value, the better the 
performance. Figure 6 depict the RMSE score for the 

proposed attention base hybrid CNN-LSTM algorithms as 

compare to the other baseline method (Skip base Hybrid 

CNN-LSTM and Skip base Hybrid CNN-GRU) both with 

multivariate inputs. 

 

 
Fig. 6: RMSE for all method 

 

From figure 6. The proposed model achieved the 

lowest RMSE value of 0.0199 which then translate to better 

performance compare to the classical skip base CNN-LSTM 

algorithm which came second with an RMSE of 0.0297 and 

skip base CNN-GRU which attain the highest RMSE of 
0.0318 respectively. While MAE and RMSE are useful 

metric for assessing prediction accuracy, it should be 

considered alongside R-squared (R2), to provide a 

comprehensive understanding of the model's performance. 

This is further discussed in the proceeding section.  
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VII. ERROR AUTO CORRELATION (R2) 
 

R-squared measures the proportion of the variance in 

the target variable that is explained by the model. It provides 

an indication of how well the model fits the data, with 

values closer to 1 indicating a better fit. Figure 7 depict the 

auto correlation for the proposed attention base hybrid 

CNN-LSTM algorithms as compare to the other baseline 
method (Skip base Hybrid CNN-LSTM and Skip base 

Hybrid CNN-GRU) both with multivariate inputs. 

 

 
Fig. 7: auto correlation error R2 for all methods 

 

Hence, from Figure 8. The proposed model achieved a 

perfect fit of 0.9906. this is better fitness score compare to 

the other classical models (Skip base CNN-LSTM with 

0.9884 and Skip base CNN-GRU with 0.9855). In general, 

Figure 8 depict the overall predictive performance of the 

three-method used for MAE and RMSE. 
 

 
Fig. 8: Result Summary for MAE and RMSE 

 

Therefore, from the results presented and analyzed 

above, it may be observed that the suggested model had the 

lowest MAE and RMSE worth of which translate to better 

performance compare to the classical skip base CNN-LSTM 

algorithm which came second and the skip base CNN-GRU 

which, when it came to RMSE and MAE on the model, was 

the least performing benchmark petroleum forecasting 

datasets. This result suggest that skip connections are 
primarily designed to address the vanishing gradient 

problem by enabling gradients to flow more easily during 

training. While they are effective in some cases, attention 

mechanisms can offer an alternative solution by allowing 

the model to explicitly weigh the importance of different 

inputs, potentially reducing the impact of vanishing 

gradients. Attention mechanisms are integral to many 

sequence-to-sequence tasks including speech recognition 

and machine translation.They allow the model to generate 

the output sequence while focusing on various segments of 
the input sequence, resulting in more accurate and coherent 

predictions. 
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Furthermore, it is also clear that the proposed hybrid 

model attains the highest level of performance by obtaining 
the best score in terms of model fitness (R2). This research 

results have further demonstrated the superiority of 

integrating attention connection on hybrid algorithm over 

conventional skip connection.Thus, the proposed attention 

base CNNLSTM achieved the lowest validation MAE and 

RMSE values, demonstrating a clear improvement in 

forecasting accuracy when compared to the other models 

that were evaluated consequently, our deep learning model 

that we have proposed shows superiority in forecasting 

future petroleum prices using historical data with superior 

precision compared to the most advanced algorithms 

demonstrating the powerful strength of hybrid models base 
on attention mechanism in revealing nonlinear and complex 

patterns in big data. 
 

Hence, the result shows that attention mechanisms in 
the CNN-LSTM models permit the network to make 

predictions by focusing on distinct segments of the input 

stream. This is particularly useful in scenarios where 

different parts of the input have varying levels of importance 

or relevance. Skip connections, on the other hand, do not 

provide this level of selective attention. Thus, the result 

from the attention mechanisms can provide interpretable 

insights into which parts of the input sequence the model is 

focusing on when making predictions. This interpretability 

can be valuable for understanding model decisions, 

especially in applications where transparency is crucial. 
 

VIII. CONCLUSION 
 

Petroleum price prediction is an ongoing task, and 

models should be retrained and updated regularly to adapt to 

changing market conditions and data patterns. Accurate 

petroleum price prediction has practical applications in 

various industries, including energy trading, risk 

management, transportation, and policy-making. It helps 

stakeholders make informed decisions and mitigate risks 
associated with price fluctuations. Petroleum price 

prediction using hybrid deep learning algorithms combines 

the strengths of deep learning with other modeling 

techniques and external features to provide more accurate 

forecasts in a complex and volatile market. Hence this 

research proposed to enhance theprediction precision of the 

petroleum price forecasting hybrid design that combines the 

advantages of attention connection, CNN and LSTM 

algorithm. Based on MATLAB 2022a experimental data, the 

suggested model yielded the lowest MAE value of 0.0175 

which the translate to better performance compare to the 

classical skip base CNN-LSTM algorithm which came 
second with an MAE of 0.0231and skip base CNN-GRU 

which attain the highest MAE of 0.0236 respectively. Thus, 

the proposed model excels at aligning source and target 

sequences and focusing on relevant predictive features in the 

petroleum price datasets. This makes the attention 

mechanisms beneficial in few-shot learning scenarios, where 

the model is required to adapt to new tasks with limited 

training data. At 0.0199, the suggested model produced the 

lowest RMSE value which then translate to better 

performance compare to the classical skip base CNN-LSTM 

algorithm which came second with an RMSE of 0.0297 and 

skip base CNN-GRU which attain the highest RMSE of 

0.0318 respectively. These models have the potential to 
improve risk management and decision-making for 

businesses and organizations operating in the petroleum 

industry. 
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