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Abstract:- Glaucoma is a prevalent eye disease that can 

lead to irreversible vision loss if not detected and treated 

early. Image classification techniques that make use of 

deep learning models have been showing promising 

results in diagnosing glaucoma.Traditional deep learning 

models often require large amounts of labeled data to 

achieve optimal performance.This paper explores the 

application of attention-based pretrained models for 

binary classification tasks using small datasets. However, 

in many real-world scenarios such as obtaining a 

substantial labeled dataset can be challenging or costly 

such as in rare diseses such as glaucoma.To address this 

issue, attention mechanisms have emerged as a powerful 

technique to enhance the performance of pretrained 

models by focusing on relevant features and samples. 

This paper investigates the effectiveness of attention-

based pretrained models in the context of small datasets 

for binary classification tasks. Experimental results 

demonstrate that attention mechanisms can significantly 

improve the performance of pretrained models on 

limited data, making them a valuable tool for practical 

applications. 
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I. INTRODUCTION 
 

Before the evolvement of big data, smaller datasets 

such as CIFAR and NORB (Wei, 2019)which contains a 

few thousands of images were enough for machine learning 
models to learn basic recognition tasks. The large 

availability of data birthed to the rise of algorithms such as 

Alexnet and Googlnet which became an innovation on 

Convolution neural networks which were hard to apply on 

high resolution images (El-Dairi and House, 2019). A 

convolutional neural network (CNN), being the most 

recognized model for image recognition and classification 

was invented in the 1980s (J. C. Ye, 2022) and high-

performance GPU-based CNN variants were used to achieve 

a recognition test error rate of 0.35%, 2.53% and 19.51% for 

digit recognition (MNIST), 3D object recognition (NORB), 

and natural images (CIFAR10) seemed to be the best 
performance(Cireşan et al., 2011). In 2012(Krizhevsky, 

Sutskever and Hinton, 2017), Krizhevsky came with a 

model Alexnet which was trained on an ImageNet dataset 

which had 1.2 million high-resolution images.After fine 

tuning  of the AlexNets hyper-parameters,ZFNet was 

created  in 2013(Zeiler and Fergus, 2014) and ZFNet was 

said to have performed better than theAlexNet.GoogleNet 

came right after ZFNet in 2014 (Szegedy et al., 2015), 

instead of having 8 layers as in AlexNet,GoogleNet  had 22 

CNN deep layers.ResNet was another vaiation of CNN 

which made use of the skip connection which fitted input 

from the previous layers without making any modifications 
on the input layer(He et al., 2016) and its architecture had 

152 CNN deep layers. The various CNN variations have  

confirmed the significance of depth that can lead to 

excellent performance of CNNs.  
 

It is noted that the various variations of CNN models 

mentioned above were trained on the giant ImageNet 

datasets. Because of the rise of rare diseases such as 

glaucoma, small datasets are publicly accesseable. Efforts to 

collect large amount of data  can be to no avail due to the 

low occurrences of such diseases and also privacy issues. 

There is need to come up with a technology that can 

efficiently work with small datasets inorder to achieve high 

performance 
 

Attention based mechanism is introduced on a 

pretrained model in order to train a small dataset and giving 

emphasis to the most important information of an image 

.The proposed technique gives attention to relevant part of 

an image such that only specific parts of an image are used 

for example when trying to identify a dog in a picture that 
has grass and rocks, there is no need to give relevance to 

pixels that have grass and stones as they are not important in 

identifying a dog.The attention mechanism will be 

implemented on a pretrained model whereby a pretrained 

model is a saved network that is created by someone and 

trained on a large dataset in order to solve a similar problem. 

Instead of building a model from scratch, the use of a model 

trained on a similar problem can  a be  starting point and 

save the researcher cost and effort needed to gather ,clean 

and the infrastructure required to train the models. Thus, the 

use of an attention mechanism on the pretrained model to 

extract only relevant features needed for image classification 
for high performance. 

 

II. BACKGROUND  STUDY 
 

The CNN models are a type of deep learning models 

that are used for image classification and recognition (Patil 

and Rane, 2021).The structure of the CNN model consist of 

input layers, hidden layers and then output layers. The input 

layer takes in raw data from the environment for example an 
image, the hidden layers takes the input data and apply 

convolutional filters to extract features from the image and 
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finally the output layer that produces a prediction based on 

the features extracted .The development of CNN algorithms 
began with Yann Le Cuns backpropagation algorithm for 

handwriting recognition(LeCun et al., 2012). Since 

then,there has been a lot of advances in the advancement of 

CNN models having Alexnet winning the ImageNet Large 

Scale Visual Recognition Challenge in 2012(Wei, 

2019).This breakthrough by Alextnet demonstrated that 

deep learning can be used as state of art for computer vision 

tasks such as image classification and recognition. There has 

been various CNN model variations such as Googlenet, 

Resnet, Mobilenet after the birth of Alextnet. 
 

(‘Techniques and pitfalls for ML training with small 

data sets - Trustbit - Accelerating Transformation’, no date), 

stated that algorithms have become more effective as the 

datasets increases in size. Jana kube in his paper(Röglin et 

al., 2022) argued that the use of small  datasets has proved 
to be very difficult when dealing with rare diseases such as 

glaucoma due to the limited incidences therefore hard to 

sensitize clinical decision support systems to identify these 

diseases at an early stage. Efforts such as the use of data 

augmentation techniques has been  used inorder to 

artificially increase the size of the dataset.However,the 

major limitation of data augmentation is data bias, i.e. the 

augmented data distribution can be quite different from the 

original one(Xu et al., 2020). This data bias leads to a 

suboptimal performance of existing data augmentation 

methods and  any deviations are not accepted in the medical 

field as they can result in the wrong classification and 
diagnosis. 

 

It is noted in (Abdolrahimzadeh et al., 2015) that 

glaucoma is a rare disorder that causes grave visual 

deterioration and it it usually occurs from birth to early ages 
of teenage. The paper went on to explain that 1 in 10,000 to 

68,000 live births are diagnosed with glaucoma leading to 

very less incidents and therefore very small datasets. The 

largest dataset of glaucoma is the National Eye Institute's 

Glaucoma Database (NEI-GDB). This dataset contains over 

1.5 million images from over 10,000 patients with glaucoma 

tht has glaucoma (Glaucoma Research Foundation, 2015). 

However not accessible for research leaving out publicly 

available datasets such  as PAPILA dataset (Kovalyk et al., 

2022) with 448 images, G1020 (Li et al., no date) with 1835 

images  and  RFUGE dataset  [12] just to mention a few.  
 

Having smaller datasets in glaucoma has made it 

difficult to apply the various variations of CNN models 

since they are data hungry. Various techniques on CNN 

models were used inorder to deal with unavailability of large 
datasets. Instead of using convolutional filters for feature 

extraction,image segmentation, Discreet Wavelet transform 

,transfer learning and optimized deep learning models were 

used.The proposed model seeks to fine tune the convolution 

neural network and make use of an attention mechanism 

instead of convolutional filters. 
 

 

 

 

 

 

III. RELATED WORK 
 

lmage classification is a fundamental task in computer 

vision that involves assigning a label or category to an input 

image. Over the years, deep learning models have achieved 

remarkable success in image classification tasks, primarily 

due to their ability to learn hierarchical representations from 
large-scale datasets(Robert and Brown, 2004). However, 

these models often require massive amounts of labeled data 

for training, which may not always be available, especially 

in domains where data collection is expensive or time-

consuming(Shanqing, Pednekar and Slater, 

2019),(Shanqing, Pednekar and Slater, 2019).below are are 

some of the techniques used to deal with small datasets.In 

the effort to find a literature gap,the following methods are 

closely related to the proposed model. 
 

A. Image Segmentation 

Image segmentation,as mentioned in (Shu, 2019), was 

used in an CNN architecture as it does feature extaction by 

making use of the low level clustering features.Differently 

to (Shu, 2019), the proposed model model is pre-trained on 

a large scale datasets, using attention mechanism instead of 
feature extraction for image classification and  finally 

implemting the modified model on a small dataset. 
 

B. Transfer Learning 

Transfer learning is a mechanism whereby one train data 
on huge dataset such as lmageNet and then extract features 

from the mechanism. It is  meant to optimize performance, 

save time and the cost of recollecting, data. The paper (Pan 

and Yang, 2010),gave light  on when to do transfer learning  

thus knowing the a situation that can work well with transfer 

learning, what to transfer that is getting acquinted with the 

part of information that needs to be transfere and finally one 

should get to know how to transfer depending on the how 

transfer issue. The main objective of transfer learning is to 

have  high learning skills on the target task that is given. The 

reasercher went on to talk about negative transfer learning,a 
challenge that should be avoided among related tasks when 

doin transfer learning. Negative transfer exists if  the 

relationship between source task and target task is weak. 

From this, we can note that it is importnat that bad 

information is recognized and  rejected  while learning a 

target task.Transfer learning is the improvement of learning 

in a new task based on the transfer ofknowledge from a 

related task that has already been learned (Gupta, Bhardwaj 

and Sharma, 2020). When training a new classifier with a 

small dataset there is high  risk of overfitting and  the new 

data will lead to poor generalization (Yao and Doretto, 

2010).Dropout in(Srivastava et al., 2014) and data 
augmentationas mentioned in(Xie et al., 2015) , (‘[PDF] 

Understanding Data Augmentation for Classification When 

to Warp Semantic Scholar’, no date)are methods that are 

used in the effort to try to minimize overftting. The 

proposed model is similar to this method in the sense that 

there is the use of CNN architecture in the deep learning 

models such as Alexnet on image classification based on 

large scale datasets, (Chan et al., 2015), and(Cires et al., 

2013).Similar to the above methods of classification, 

Mengying Shu (RI, 2019) tried to pretrain  the model to fit 

small datasets by fine tuning the parameters of the existing 
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model inorder to fit small datsets .Differently from the 

proposed model , pretraining is done thus making use of 
transfer learning  but  use attention mechanism on an  CNN 

model for image classification unlike using the feature 

extraction used on the CNN architecture of the deep learning 

algortihms used. 
 

C. Deep Learning 

Deep learning allows models that are composed of 

multiple layers which are used  to learn data (Solomon et al., 

2004). Examples of deep learning algorithms are AlexNet 

(Shu, 2019) , VGG net (Fergus and Road, no date), 

GoogleNet (Szegedy et al., 2015), ResNet (Ren et al., 2017) 

and YOLO (You Only Look Once)  . Considering deep 

learning algorithms,  Alexnet is going to be used. While it is 

shown that all of the models work well in practice, it is 

unclear that those models perform well when modified and 

used to fit the small datasets. A deep learning CNN 
algorithm Alexnet, was modified in order to do image 

classification on a Tiny Imag, a subset of the Imagenet 

dataset(Lucas, 2020). The neurons of the layers were 

reduced in order to fit a small dataset thus producing a 

reduced fine tuned Alexnet .The modified alexnet was said 

to have performed well but experienced overfitting as the 

number of epochs increased. The idea was to prove that 

these algorithms can work on small datasets when proper 

modifications are done. Similar to the proposed model going 

pretraining is going to be used . Differently from the 

proposed model, project , attention mechanism is going to 

be used instead of feature extraction used in the CNN 
architecture of the alexnet. 

 

In 2021,Axel Masquelin worked on a image 

classification model using a modified CNN architecture for 

classification of medical image (Masquelin et al., 2022).In 
his paper he alluded that due to the lack of large medical 

datasets ,there is high overfiiting and generalization .Axel 

proposed the use of Discreet Wavelemghth transform an 

image processing technique that samples wavelets at discret 

intervals.Before Discreet Wavelet was implemented ,feature 

extraction was used to efficiently perfom edge scale 

normalization.When Discreet wavelength was used instead 

of convolutional operations, the DWT perfomed better with 

AUC of 94% and 92 % respectively Similiar to the proposed 

model,  CNN architecture is going to be used but using 

attention mechanism  for feature extraction while this model 
used Discreet Wavelet Trasform with edge scale 

normalization. 
 

Overally ,the above techniques that were implemted 

inorder to deal with small datasets used Feature extraction 
on the CNN algorithms which was stated in a 2019 

onDiscreet  wavelet  transform paper that CNN models 

which uses feature extraction and selection are time 

consuming and they varies depending on different types of 

objects thus the need to come up with a CNN using attention 

mechanism. 
 

D. Attention mechanisms 

Attention mechanisms are a fundamental component of 
many machine learning models, particularly in the field of 

natural language processing (NLP)(Wu et al., 2018). They 

enable models to focus on specific parts of the input data 

that are most relevant for making predictions or generating 

output.The concept of attention is inspired by human 

cognitive processes, where attention allows us to selectively 

process and prioritize certain information while ignoring 

others. Similarly, attention mechanisms in machine learning 

models help allocate resources and computational power to 

relevant parts of the input(Sanocki and Lee, 2022). 
 

The core idea behind attention mechanisms is to 

compute a set of attention weights that indicate how much 

each element in the input should contribute to the model's 

decision-making process. These weights are typically 

calculated by comparing each element's relevance with 
respect to a specific query or context vector(Choi and Lee, 

2023),. 
 

There are different types of attention mechanisms, such 

as additive attention and multiplicative attention. Additive 
attention computes the relevance between query and key 

vectors by applying a feed-forward neural network 

layer(Vaswani, 2017). Multiplicative attention, on the other 

hand, calculates relevance through dot product or cosine 

similarity between query and key vectors. 
 

Once the attention weights are computed, they are used 

to weight the values associated with each element in the 

input sequence. These weighted values are then combined 

(usually summed) to produce an aggregated representation 

called the context vector. The context vector is then used by 

the model for making predictions or generating 

output(Vaswani, 2017). 
 

Attention mechanisms have significantly improved 

various NLP tasks by allowing models to focus on relevant 

information while ignoring noise or irrelevant details(Wu et 

al., 2018). They have also enabled better interpretability and 

explainability of model predictions since it is possible to 

visualize which parts of the input were attended more 

heavily during inference. 
 

Overall, attention mechanisms have become a crucial 

tool in modern machine learning models, enabling them to 

handle complex and context-dependent tasks more 

effectively. 
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IV. METHODOLOGY 
 

 
Fig. 1: Classification process flow 

 

In this section we introduce the method used in the 

design and implementation of a pre-trained attention based 

model for binary image classification. A deep learning CNN 

based model is trained using Glaucoma dataset and fine 

tuned on the dataset to achieve higher accuracy. Multi-head 

Attention (Wang , 2023) is added to the model to reduce 

number of input features to the model and concentrate more 

on the features that distinguish negative and positive cases 

for glaucoma. 
 

The pre-trained model is then used for classfyiing other 

datasets in the medical field which have binary classes and 

they have small datasets available. 
 

A. Dataset Selection:  

In this section, dataset collection and preprocessing steps 

are used for fine-tuning the fundus image for further 

processing. The database contains 4,584 fundus images with 

1,711 positive and 3,143 negative glaucoma samples 

obtained from Beijing Tongren Hospital. Each fundus image 

is diagnosed by qualified glaucoma specialists, taking the 

consideration of both morphologic and functional analysis, 

iglaucoma affects mainly the optic disc and the area near it. 

Therefore, most prior works suggest that only the optic disc 

part of the image should be used. However, we found that 

this part of the image can be very small in many images and 

convey very little signal when the image contrast is not set 
correctly. We explored different alternatives, to establish 

what part of the image is better suited to detect glaucoma 

and found that using the full image reached best results. The 

only preprocessing performed consists in removing the 

black borders from the input image. 

 

 
Fig. 2: Fundus images of abnormal glaucoma samples 

 

The preprocessing technique plays a crucial role in 

image processing by ensuring that all images are 

standardized before undergoing the actual analysis. Its 
purpose is to enhance the quality of the data images by 

eliminating unwanted elements such as speckles, blind 

spots, noise, low contrast, and irrelevant variations. This 

preprocessing scheme aims to improve essential aspects for 

subsequent processing. It involves various procedures such 
as image resizing, channel extraction, noise removal, and 

image enhancement, as demonstrated in Figure 3. 
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Fig. 3: Preprocessing output 

Preprocessing output: (i) input image, (ii) green channel-extracted image, (iii) median-filtered image, and (iv) CLAHE image 
 

To facilitate better analysis, the input fundus and OCT 

images obtained from the database are resized to a uniform 

resolution of 300 × 300 pixels. This resizing process ensures 

that all original images have the same dimensions, 

resolution, and scale, thereby enhancing comparability and 
facilitating more effective analysis. 

 

B. Model Selection and Training 

The goal of the image classification stage is to categorize 

an input image into one of two categories: glaucoma 

positive and glaucoma negative, using a deep learning CNN 

with a multi-head attention algorithm. To achieve this, the 

image classification process is divided into three sequential 
steps: CNN model selection, experimental evaluation, and 

ensemble construction, and the analysis of results. 

 

 
Fig. 4: Glaucoma images examples of Positive and Negative 

 

For image classification tasks, an attention-based deep 

learning model architecture can be utilized. It is 

recommended to split the cleaned dataset into training and 

validation sets. The training set is used to train the deep 

learning model, optimizing its parameters to minimize the 

loss function. The validation set is used to evaluate the 

model's performance. If necessary, the model can be fine-

tuned based on the results obtained during validation. 
 

Fig 5 shows the architecture of the model 
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Fig. 5: model architecture 

 

Step 1: The are three layers, convolutional , ReLU, and Max pooling layer. The convolutional layers consist of 64 3X3 filters 

with a stride of 1 and a padding of 1. The ReLU acts as the activation function to remove linearity in the function. 
 

 
Fig. 6: ReLU activation function 

 

Step 2: Multi-head Attention: 
 

http://www.ijisrt.com/


Volume 8, Issue 11, November 2023             International Journal of Innovative Science and Research Technology 

                                                                                 ISSN No:-2456-2165 

 

IJISRT23NOV2120                                                               www.ijisrt.com                                                                        2379 

 
Fig. 7: Multi-head attention mechanism 

 

Multi-head Attention is a component used in attention 

mechanisms, where it performs multiple iterations of an 

attention mechanism simultaneously. The individual outputs 

from each independent attention iteration are then combined 
by concatenating them and linearly transforming them to 

achieve the desired output dimension. The concept behind 

using multiple attention heads is to enable differential 

attention to different parts of the sequence, allowing for 

more nuanced and focused analysis of the input. 
 

C. Evaluation Metrics 

The following metrics were used in this model: 

 Accuracy: expressing the number of correct predictions 

that are done out of the total predictions expressed as a 

percentage 

 

Accuracy =   ∑ TP + ∑ TN 

∑ TP + ∑ TN + ∑ FP + FN 
 

 Precision: the precision is goin to be measured by taking 

samples belonging to the same class that were correctly 

classified and are in comparison with the samples tha 

were predicted positively classified. 

 

Precision =      ∑ TP 
∑ TP + ∑ FN 
 

 Recall: Recall or true positive rate (tpr) is an indicator of 

a classifier’s capacity to correctly pick instances of the 

target class related to the positive samples. 

 

Recall = ∑ TP 

∑ TP + ∑ FP 
 

 

 F-measure: The f-measure is the harmonic mean of 

precision and recall. 

F1 Score = 2 × Pr×Re 
                              Pr+ Re 
 

In the above equations, TP, TN, FP, and FN represent 

the true positive, true negative, false positive, and false 

negative, respectively. Pr represents precision and Re 

represents Recall. 
 

V. EXPERIMENTAL RESULTS 
 

This section presents the experimental results that aim 

to validate the effectiveness of our approach in detecting 

glaucoma and localizing pathological areas. For the 

experiment, we utilized a total of 4,584 fundus images from 

our LAG database. These images were randomly divided 

into training (3,584 images) and validation (1000 images) 
sets. 

 

In this research, deep learning algorithm was employed 

using convolutional neural network (CNN) model that was 

pre-trained on the LAG dataset. This utilization of pre-
training enabled transfer learning, leveraging the knowledge 

gained from the LAG dataset to improve performance in the 

current study.  
 

To adapt the CNN classifiers to the new dataset, we 
made necessary configurations by adjusting their parameters 

prior to training. This involved a process known as weight 

freezing, where we preserved the weights and knowledge 

acquired during pre-training on the ImageNet dataset. We 

froze a portion of the model while introducing two new 

trainable layers on top of the frozen layers. Subsequently, 

we trained these new layers using the training images from 

the LAG dataset as input. Figure 8 provides a visual 

representation of this process. 
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Fig. 8: Trainable dense layer 

 

Table 1 displays the four CNN models that were 

specifically chosen for this research. These classifiers were 

selected to compare the effect of inclusing attention and the 

effect of using transfer learning. 
 

Table 1: Results Comparison 

Model Accuracy Sensitivity Specificity 

CNN 98.74 72.54 98.47 

CNN with Attention 98.88 70.83 98.78 

Pre-trained CNN 98.9 73.02 98.8 

Pre-trained CNN with Attention 99.12 84.62 99.16 
 

The proposed approach for the pre-training and 

attention gives 99.12% accuracy, 84.62% sensitivity, and 
99.16% specificity. Table Table 1 depicts the comparison 

performances of the proposed method and three other 

methods used. The models were all first trained on the LAG 

dataset , the datset was also then fed as new datset for 

classification. Combining pre-training and attention 

outperformed all the other methods. 
 

VI. CONTRIBUTIONS 
 

When developing this  attention-based model for 

binary image classification in small datasets, several 

contributions were made to enhance its effectiveness and 

address the challenges associated with limited data. Here are 

the contributions: 

 Attention Mechanisms:Introduce attention mechanisms 

into the model architecture to enable the model to focus 

on informative regions within the images. Attention 

mechanisms allow the model to assign different weights 

to different parts of the image, emphasizing the most 

relevant features for accurate classification.  

 Regularization Techniques: Incorporate regularization 

techniques to prevent overfitting and improve 

generalization. Techniques such as dropout, batch 

normalization, or L1/L2 regularization are utilized to 

reduce the model's sensitivity to variations in the training 

dataset and improve its ability to generalize to unseen 

data. 

 Model Interpretability:Develop methods to interpret and 

visualize the attention weights assigned by the model. 

This can provide insights into the regions of the image 

that are crucial for classification decisions. Techniques 

such as saliency maps or Grad-CAM can be used to 
visualize the attention regions and aid in understanding 

the model's decision-making process. 

 

 Cross-Validation and Hyperparameter Tuning: Perform 

rigorous cross-validation to evaluate the model's 
performance and assess its generalization capabilities. 

Hyperparameter tuning techniques, such as grid search 

or Bayesian optimization, can be applied to optimize the 

model's parameters and find the best configuration for 

the specific dataset and task. 
 

VII. CONCLUSION 
 

In this paper, we present an introduction to a pre-
trained attention-based deep learning model designed for the 

binary classification of rare diseases. This model addresses 

the challenge of limited datasets typically encountered in 

cases such as rare dieases like glaucoma. Specifically, our 

model was trained on the LAG dataset, which consists of 

4,584 glaucoma images. To emphasize the distinguishing 

features between glaucoma-positive and glaucoma-negative 

cases, we employed a multi-head Attention mechanism.The 

model comprises subnets for attention prediction, enabling 

the detection of glaucoma by highlighting deep features 

through visualized maps of pathological areas based on 

predicted attention maps. To assess the effectiveness of our 
method, we conducted several experiments, (1)Utilizing a 

CNN model to classify glaucoma images from the LAG 

dataset, (2)Utilizing a CNN with attention to classify 

glaucoma images from the LAG dataset, (3)Employing a 

pre-trained CNN to classify glaucoma images from the LAG 

dataset,(4)Utilizing an attention-based pre-trained model to 

classify glaucoma images from the LAG dataset.The 

experimental results demonstrate that our pre-trained 

attention-based model outperformed the other three 

methods. In future work, we intend to evaluate our model on 

new datasets to assess its generalizability across different 
datasets featuring binary classes for diseases. 
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