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Abstract:- The COVID-19 pandemic, caused by the novel 

coronavirus SARS-CoV-2, has had a profound impact 

globally, including in the United States and Coffee 

County, Tennessee. This research project delves into the 

multifaceted effects of the pandemic on public health, the 

economy, and society. We employ time series analysis and 

forecasting methods to gain insights into the trajectory of 

COVID-19 cases specifically within Coffee County, 

Tennessee. The United States has witnessed significant 

repercussions from the COVID-19 pandemic, including 

public health crises, economic disruptions, and healthcare 

system strains. Vulnerable populations have been 

disproportionately affected, leading to disparities in 

health outcomes. Mental health challenges have also 

emerged. Accurate forecasting of COVID-19 cases is 

crucial for informed decision-making. Disease forecasting 

relies on time series models to analyze historical data and 

predict future trends. We discuss various modeling 

approaches, including epidemiological models, data-

driven methods, hybrid models, and statistical time series 

models. These models play a vital role in public health 

planning and resource allocation. We employ ARIMA, 

AR, MA, Holt's Exponential Smoothing, and GARCH 

models to analyze the time series data of COVID-19 cases 

in Coffee County. The selection of the best model is based 

on goodness-of-fit indicators, specifically the AIC and 

BIC. Lower AIC and BIC values are favored as they 

indicate better model fit. The dataset for this research 

project was sourced from the Tennessee Department of 

Health and spans from 12/03/2020 to 12/11/2022. It 

comprises records of all Tennessee counties, including 

variables such as date, total cases, new cases, total 

confirmed, new confirmed, total probable, and more. Our 

analysis focuses on Coffee County, emphasizing County, 

Date, and Total cases. Among the models considered, the 

GARCH model proves to be the most suitable for 

forecasting COVID-19 cases in Coffee County, Tennessee. 

This conclusion is drawn from the model's lowest AIC 

values compared to ARIMA and Holt's Exponential 

Smoothing. Additionally, the GARCH model's residuals 

exhibit a distribution closer to normalcy. Hence, for this 

specific time series data, the GARCH model outperforms 

ARIMA, AR, MA, and Holt's Exponential Smoothing in 

terms of predictive accuracy and goodness of fit. 

 

Keywords:- COVID-19, Time Series Analysis, Disease 

Forecasting, ARIMA, AR, MA, Holt's Exponential Smoothing, 

GARCH, AIC, BIC.  

I. INTRODUCTION 

 

The COVID-19 pandemic, caused by the novel 

coronavirus SARS-CoV-2, emerged in late 2019 and quickly 

evolved into a global health crisis, profoundly impacting the 

United States and countries worldwide. This infectious 

disease, characterized by respiratory symptoms and a range of 

severity, prompted unprecedented public health responses, 

and introduced new challenges across various sectors. The 

pandemic has prompted extensive research, data analysis, and 

modeling efforts aimed at understanding its dynamics, 

forecasting its course, and developing effective strategies for 

mitigation and response. 

 

A. Impact of COVID-19 in the United States: 

The United States has experienced a significant and 

multifaceted impact from the COVID-19 pandemic. In 

addition to its severe toll on public health, the pandemic has 

had far-reaching economic, social, and healthcare 

consequences. The virus has strained healthcare systems, 

leading to shortages of medical supplies and intensive care 

unit (ICU) capacity in some regions. The economic 

repercussions have included job losses, business closures, and 

supply chain disruptions, affecting livelihoods and economic 

stability [7]. 

 

Moreover, the pandemic has exposed and exacerbated 

existing health disparities, disproportionately affecting 

vulnerable populations, including racial and ethnic minorities 

and individuals with preexisting health conditions [10]. The 

pandemic's impact on mental health has also been profound, 

with increased rates of anxiety, depression, and stress-related 

disorders reported among individuals of all ages [6]. 

 

Forecasting the trajectory of the COVID-19 pandemic is 

essential for informing public health interventions and 

resource allocation. Various methods and models have been 

employed for this purpose: 

 

 Epidemiological Models:  

Epidemiological models, including the Susceptible-

Infected-Recovered (SIR) and its variants, have been used to 

simulate the spread of COVID-19. These models consider 

factors such as transmission rates, population susceptibility, 

and intervention measures to project future cases and deaths 

[4]. 
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 Data-Driven Models:  

Data-driven approaches use historical and real-time data 

to predict COVID-19 trends. Machine learning techniques, 

such as regression analysis, decision trees, and neural 

networks, ca capture complex relationships between variables 

and make short-term forecasts [3]. 

 

 Hybrid Models:  

Some forecasting efforts combine epidemiological 

models with data-driven techniques to improve accuracy. 

These hybrid models aim to incorporate both the mechanistic 

understanding of disease spread and real-world data [1]. 

 

 Statistical Time Series Models:  

Time series analysis, including methods like 

autoregressive integrated moving average (ARIMA) and 

seasonal decomposition, has been employed to forecast 

COVID-19 cases and deaths based on historical patterns and 

trends [8]. 

 

 Machine Learning Ensembles:  

Ensemble methods, such as Random Forest and Gradient 

Boosting, have been used to enhance prediction accuracy by 

combining multiple models or model variants [12]. 

 

As the COVID-19 situation continues to evolve, ongoing 

research and refinements in forecasting techniques are critical 

for providing timely and accurate information to guide public 

health responses and decision-making. 

 

 Covid 19 In Coffee County, Tennessee, United States 

Based on media publications, Coffee County was one of 

the Counties with highest COVID-19 infection rates in 

Tennessee. We will therefore do a detailed analysis and make 

predictions for the total number of infections in this county, 

which would allow for better forecasting and a clearer picture 

of what the situation will be like in the coming months or 

years. For this project, we will use different time series 

models to forecast and compare amongst these models to see 

which model is the most appropriate or best.  

 

 Background On Disease Forecasting 

Time series models play a crucial role in disease 

forecasting, providing valuable insights into the past, present, 

and potential future trends of infectious diseases. These 

models use historical data on the disease's occurrence and 

spread to make predictions about its future trajectory. Here is 

a brief discussion with in-text citations on time series models 

for disease forecasting: 

 

 Historical Perspective: 

Time series analysis for disease forecasting has a rich 

history. Early applications include the work of [4] who 

developed compartmental models for infectious diseases. 

Time series data on disease cases have been used for decades 

to understand patterns, seasonality, and long-term trends [9]. 

 

 Data Characteristics: 

 

 Time series data for disease forecasting typically involve 

daily, weekly, or monthly counts of cases or incidences. 

 These data may exhibit various patterns, including 

seasonality, trends, and irregular fluctuations [5]. 

 

B. Methods for Disease Forecasting: 

 

 ARIMA Models: 

Autoregressive Integrated Moving Average (ARIMA) 

models are widely used in disease forecasting [5] can capture 

trends, seasonality, and autocorrelation in time series data. 

 

 Exponential Smoothing: 

Exponential smoothing methods, such as Holt-Winters, 

are effective for capturing seasonality and trends in disease 

data [5]. 

 

 Machine Learning: 

Machine learning techniques, including regression, 

decision trees, and neural networks, have been applied to 

disease forecasting [1]. 

 

 Hybrid Models: 

Some studies combine traditional time series models 

with machine learning approaches for improved accuracy [3]. 

 

 Applications: 

Disease forecasting models have been applied to various 

infectious diseases, including influenza, COVID-19, and 

vector-borne diseases like dengue and malaria. These models 

are used by public health authorities to plan resource 

allocation, implement control measures, and communicate 

risk to the public [8]. 

 

 Challenges: 

Disease forecasting is inherently uncertain due to factors 

like changing human behavior, vaccine distribution, and new 

variants. Models must adapt to evolving conditions and 

incorporate real-time data [5]. 

 

 Real-world Impact: 

Accurate disease forecasting can help authorities prepare 

for outbreaks, allocate medical resources, and implement 

timely interventions. For example, during the COVID-19 

pandemic, forecasting models guided decisions on lockdowns, 

mask mandates, and vaccine distribution [8]. 

 

II. METHODOLOGY 

 

The following models will be employed for the time 

series analysis: ARIMA, AR, MA, HOLT EXPONENTIAL 

SMOOTHING AND GARCH. To analyze and decide on 

which of our time series model is best,  we will use the 

goodness of fit, specifically  the AIC( Akaike Information 

Criterion) and BIC(Bayesian Information Criterion) 

indicators. The idea behind using the AIC and BIC  indicators 

is that they penalize the models with more estimated 

parameters to prevent overfitting hence smaller AIC and BIC 

values are preferred. All other things being equal, a model 

with lower AIC and BIC values is a better fit when compared 

to another model with higher AIC and BIC values. 
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 Dataset 

From the Tennessee Department of Health website, the 

dataset for this project was obtained. The dataset ranges from  

12/03/2020 to 12/11/2022. The dataset is made up the 

following variables: Counties in Tennessee which are 

character types and Total Cases, New Cases, Total 

Confirmed, New Confirmed, Total Confirmed, New 

Confirmed, Total Probable, New Probable, Post Test, New 

Post Tests, Negative Test, New Negative Tests, Total Test, 

New Tests, New Deaths, Total Deaths, New Recovered, Total 

Recovered, New Active, Total Active, New Inactive 

Recovered, Total Inactive Recovered, New Hospitalized and 

Total Hospitalized which are all integer types. 

 

 Importing Covid-19 Data for Coffee County 

For this study, we imported the data into R studio, 

uploaded the required packages and then proceeded to convert 

the data into a time series object for the purpose of the time 

series analysis. The date variable was converted from 

character type to date type. 

 

 
Fig 1 Time Series Plot Depicting COVID-19 Trends in Coffee 

County before Forecasting 

 

 Conducting Augmented Dickey-Fuller Test to Assess 

Stationarity of the Time Series 

 

 
 

Observing the p-value from the Dickey-Fuller Test, we 

observe that it exceeds 0.01, leading to our decision not to 

reject the null hypothesis. Consequently, we have sufficient 

statistical evidence to assert that the time series lacks 

stationarity. To address this, we proceed with a transformation 

to induce stationarity. 

 

 

 

 First Differencing of Time Series Data 

 

 
Fig 2 Plot of First Differencing of  the Time Series Data 

 

 
 

Upon examining the First Differencing plot, it becomes 

evident that the time series remains non-stationary. This 

observation is further substantiated by the Dickey-Fuller test, 

which produces a p-value of 0.08856. As this p-value exceeds 

0.01, we refrain from rejecting the null hypothesis, thereby 

accumulating adequate statistical evidence to affirm that the 

time series data remains non-stationary. Consequently, our 

next step involves implementing a second differencing to 

attain stationarity. 

 

 Second Differencing of Time Series Data 

 

 
Fig 3 Plot of Second Differencing of the Time Series Data 
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Observing the p-value resulting from the Dickey-Fuller 

Test applied to the second differencing, we note its 

significance as it falls below the threshold of 0.01. 

Consequently, we confidently reject the null hypothesis, 

substantiating the presence of ample statistical evidence to 

establish the stationarity of the time series. This affirmation 

enables us to move forward with the construction of our time 

series model. 

 

 
 

Upon examining the p-values obtained from the Ljung-

Box test applied to the second differencing of the time series 

data, it becomes evident that they consistently fall below the 

significance level of 0.01. Consequently, we confidently reject 

the null hypothesis, establishing robust statistical evidence 

supporting the presence of correlation among the residuals. 

This substantiates our ability to employ ARCH/GARCH 

models for further analysis. 

 

III. ARIMA MODEL 

 

 
 

 Making Forecasts 

 

 
Fig 4 Forecasting COVID-19 Trends in Coffee County with 

ARIMA 

 
Fig 5 ARIMA(0, 0, 5) Forecast with Zero Mean 

 

 Model Validation Through Lag Value Selection 

 

    
 

Upon observing the p-values, it becomes evident that 

they are less than 0.01, leading us to reject the null hypothesis. 

Consequently, there exists sufficient statistical evidence to 

affirm that the residuals exhibit correlation, thereby allowing 

for the application of ARCH/GARCH. 

 

 
Fig 6 Autocorrelation Function (ACF) Plot for the ARIMA 

Model's Residuals 
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Fig 7 Autocorrelation Function (ACF) Plot for the Squared 

Residuals of the ARIMA Model 

 

Fig 8 Partial Autocorrelation Function (PACF) Plot for the  

ARIMA Model’s Residuals 

 

Analyzing the autocorrelation function (ACF) plot of 

squared residuals above, it becomes evident that there is a 

degree of correlation present between the residuals. This 

signifies the suitability of employing ARCH/GARCH models. 

Additionally, the ACF pattern of the squared series resembles 

an Autoregressive Moving Average (ARMA) pattern, as both 

the ACF and PACF gradually taper off. This observation 

suggests that a GARCH(1,1) model may be appropriate. 

 

 
Fig 9 Histogram of ARIMA models Residuals 

 
Fig 10 QQ Plot of ARIMA Model’s Residuals 

 

IV. AR MODEL 

 

 

 

 
Fig 11 Time Series Visualization of COVID-19 Cases in 

Coffee County Using AR 

 

 1-Step Forecast for AR 
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 AR Prediction 

 

 

 
Fig 12 Plot of Covid 19 Forecast for Coffee County Using AR 

Model 

 

 Comparison between AR with ARIMA 

 

 
Fig 13 Comparative Forecasting Plot of Covid-19 for Coffee 

County Using AR and ARIMA 

Upon examination of the plot above, it becomes evident 

that the forecasts generated by AR and ARIMA are nearly 

indistinguishable, if not identical. The red line corresponds to 

AR, while the black line corresponds to MA. 

 

V. MA MODEL 

 

 
 

 
Fig 14 Time Series Visualization of Covid-19 for Coffee 

County Using MA 

 

 MA Prediction 
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Fig 15 Plot Comparing MA with ARIMA for Forecasting 

COVID-19 Cases in Coffee County 

 

 
Fig 16 Forecasting Plot Comparing MA with ARIMA Covid 

19 for Coffee County 

 

 Finding the correlation between fit for  AR and fit MA 

 

 
 

Although there are various models available for time 

series data, AR and MA are among the most commonly used. 

Upon examining the provided output, the AR model exhibits 

an AIC value of 8867.944 and a BIC value of 8882.588, 

whereas the MA model demonstrates an AIC value of 

8716.58 and a BIC value of 8731.225. The lower AIC and 

BIC values in the MA model suggest that, in comparison to 

the AR model, it provides a better fit for the time series 

analysis of Coffee County. However, it's worth noting that 

both models yield similar results, making them suitable for 

forecasting purposes. 

VI. HOLTS EXPONENTIAL SMOOTHING 

 

 
 

Fig 17 Visualization Showing Forecast of COVID-19 Trends 

in Coffee County Through Holt's Exponential Smoothing 

 

Observing the plot above, it becomes apparent that the 

generated forecast appears reasonable, showing a consistent 

decline in COVID-19 cases over time. 

 

 
Fig 18 Histogram Visualization of  Residuals from Holts 

Exponential Smoothing Model 
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Fig 19 QQ Visualization of Residuals Derived from the Holts 

Exponential Smoothing Model 

 

VII. GARCH MODEL 

 

 GARCH(1,1) Model 

 

 

 
 

 
Fig 20 Forecasting COVID-19 Trends for Coffee County 

from the GARCH(1,1) Model 

 

 
Fig 21 Histogram Visualization of Residuals from the 

GARCH(1,1) Model 
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Fig 22 QQ Visualization of Residuals Derived from 

GARCH(1,1) Model 

 

 
Fig 23 AFC Visualization of Residuals from GARCH(1,1) 

 

 

 

 

 

 GARCH(0,1) Model 
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Fig 24 Forecasting COVID-19 Trends for Coffee County 

from the GARCH(0,1) 

 

 
Fig 25 Histogram Visualization of Residuals from 

GARCH(0,1) 

 

 

 

 

 
Fig 26 Visualization of Residuals Derived from GARCH (0,1) 

 

 
Fig 27 AFC Visualizations of Residuals from GARCH(0,1) 
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Upon examining the Box-Ljung test results for both 

GARCH(1,1) and GARCH(0,1), it becomes evident that all p-

values are comfortably above the 0.05 threshold, indicating 

the suitability of these GARCH models. 

 

Furthermore, when assessing the histograms and QQ 

plots of residuals for both GARCH(1,1) and GARCH(0,1), it 

is apparent that the residuals tend to follow a roughly normal 

distribution. 

 

While both GARCH(1,1) and GARCH(0,1) exhibit 

favorable characteristics, my preference leans towards 

GARCH(1,1) due to its lower p-value compared to 

GARCH(0,1), signifying a better fit for the time series model. 

 

 

 
 

 Comparing the Different Models with the CDC Report for 

the Same Time Period 

 

 
Fig 28 Currently Hospitalized Patients with Confirmed COVID-19, by Week, in The United States, Reported to CDC [2] 

 

Looking at Figure 27, we can conclude that all the models were predicting correctly and because all the models predicted 

spikes in 2023 which can be confirmed by Covid 19 spikes in January 2023 and August 2023. We can conveniently say that the 

models to a certain level are accurately predicting.  Figures 28, 29, 30, 31, 32, and 33 show a comparison between the Model 

Predictions and the CDC Report for the same period. 
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Fig 29 ARIMA Model Vs CDC Report 

 

 
Fig 30 AR Model Vs CDC Report 

 

 
Fig 31 MA Model Vs CDC Report 
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Fig 32 Holts Exponential Smoothing Vs CDC Report 

 

 
Fig 33 GARCH(1,1) Model Vs CDC Report 

 

 
Fig 34 GARCH(0,1) Model Vs CDC Report 
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VIII. CONCLUSION 

 

In conclusion, we notice the five models considered are 

making reasonably accurate predictions up to a certain point. 

though among these models, GARCH emerges as the most 

suitable option. This assertion is grounded in the GARCH 

model's favorable characteristics, as evidenced by its lowest 

AIC values of -3964.428 for GARCH(0,1) and -4195.056 for 

GARCH(1,1)), in stark contrast to the AIC values of 8623.38 

for ARIMA and 12984.45 for Holt's Exponential Smoothing. 

Additionally, a notable advantage of the GARCH model lies 

in its residuals, which exhibit a distribution closely 

resembling a normal distribution, as observed in the histogram 

and QQ plots. This stands in contrast to the residuals of 

ARIMA and Holt's Exponential Smoothing, which display a 

somewhat skewed distribution. 

 

In light of these findings, it is evident that the GARCH 

model outperforms the other models, including ARIMA, AR, 

MA, and Holt's Exponential Smoothing, making it the 

preferred choice for our time series data analysis. In summary, 

an analysis of Figure 27 indicates that all the models made 

correct predictions. 

 

This is particularly evident as they consistently 

forecasted spikes in 2023, a pattern that aligns with the 

observed spikes in Covid-19 cases in January 2023 and 

August 2023. These findings suggest a noteworthy level of 

accuracy in the predictive capabilities of these models. 

Furthermore, Figures 28 to 33 provide a comprehensive 

comparison between the Model Predictions and the CDC 

Report for the corresponding period, further validating the 

reliability of the models' predictions. 
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