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Abstract:- Car wrecks are increasingly seen as a major 

safety issue; damage and fatality reports from these 

collisions are frequent. There are also more pedestrians 

who are killed by automobile accidents in cities and on 

highways. Additionally, autonomous cars often kill wild 

creatures that go farther into nature reserves. One 

cannot put a figure on the cost of a life, yet auto 

accidents hurt assets. This study looks at the creation 

and use of a complete collision avoidance system with the 

goal of improving vehicle safety by using cutting-edge 

technology. The suggested system includes an alcohol 

detector to stop accidents caused by intoxicated driving, 

an eye blink sensor to identify driver weariness, and an 

ultrasonic distance sensor to enable automated braking 

and collision avoidance. These sensors are seamlessly 

integrated to identify possible traffic dangers and initiate 

necessary reactions, all without depending on driver 

participation, thanks to the use of Arduino 

microcontrollers. The system design, methodology, and 

experimental findings are discussed in the study, which 

also shows how successful this integrated approach is at 

reducing road accidents. This study advances the global 

objective of increasing road safety by democratizing 

access to cutting-edge safety features that were 

previously only available in expensive cars. 
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I. INTRODUCTION 

 

Road traffic accidents pose a significant global 
challenge, contributing to a staggering number of fatalities 

annually and resulting in substantial economic losses, 

particularly in low and middle-income countries [1]. The 

urgency to address this issue is underscored by the need for 

effective road safety measures that can mitigate the impact 

of preventable accidents [2]. 

 

The implementation of collision avoidance systems 

represents a promising avenue for enhancing vehicle safety 

and reducing accident rates. These systems leverage 

advanced technologies, such as Arduino microcontrollers, to 

integrate multiple sensors capable of detecting potential 

hazards and alerting drivers in real-time [3, 4]. 

 Key Components of our Proposed Collision Avoidance 

System Include: 

 

 Ultrasonic Distance Sensor: Enables automatic braking 

and collision avoidance by detecting obstacles and 

calculating safe distances between vehicles. 

 Eye Blink Sensor: Designed to monitor driver fatigue by 

detecting eye blinks, a common indicator of drowsiness. 

 Alcohol Detector: Utilizes an alcohol sensor (MQ-3) 
interfaced with Arduino to assess driver sobriety and 

prevent accidents caused by impaired driving. 

 

Conventional vehicle safety technologies often focus 

on luxury vehicles equipped with sophisticated monitoring 

systems, such as speed sensors and anti-lock brakes, which 

may not be universally accessible due to cost constraints [3, 

4]. Our research aims to develop a cost-effective yet 

efficient collision avoidance system that can be widely 

adopted to enhance safety for all vehicle users. 

 
The proposed system will leverage these sensor 

technologies to detect potential dangers on the road and 

trigger appropriate responses, such as automatic braking, 

without relying solely on driver intervention. By integrating 

these functionalities into an Arduino-based platform, we aim 

to democratize access to advanced safety features previously 

limited to high-end vehicles. 

 

This paper presents the design and implementation of 

an automatic microcontroller-based collision avoidance 

system that utilizes obstacle detection and distance 

measurement to ensure safe driving practices, utilizing an 
alcohol sensor (MQ-3) interfaced with Arduino to assess 

driver sobriety and prevent accidents caused by impaired 

driving and eye blink sensor designed to monitor driver 

fatigue by detecting eye blinks, a common indicator of 

drowsiness. . The subsequent sections will delve into related 

works, system design and implementation, experimental 

results, and concluding insights drawn from this study. 

 

 

 

 

https://doi.org/10.38124/ijisrt/IJISRT24APR1634
http://www.ijisrt.com/
https://orcid.org/0009-0006-3521-9557


Volume 9, Issue 4, April – 2024                                             International Journal of Innovative Science and Research Technology 

ISSN No:-2456-2165                                                                                               https://doi.org/10.38124/ijisrt/IJISRT24APR1634 

 

 

IJISRT24APR1634         www.ijisrt.com        685 

II. LITERATURE REVIEW 

 

The evolution of collision avoidance systems in 

vehicle safety has progressed from basic electronic circuits 

to sophisticated intelligent systems incorporating distance 

and camera sensors [5]. Previous approaches have explored 

various technologies such as range sensors for obstacle 

detection [6], laser beams for position estimation [5], and 
automation of acceleration and braking to reduce rear-end 

collisions in heavy traffic [7]. However, these methods often 

have limitations, such as high cost, reliance on specific 

traffic conditions, or restricted countermeasure capabilities 

[10, 11, 12]. Other approaches utilize radar detectors [9], 

digital imaging, and artificial intelligence for steering and 

collision detection in specific vehicle types [10]. These 

systems, while innovative, may be limited by 

implementation challenges such as software complexity and 

sensor integrity [13, 14]. Overall, the pursuit of effective 

collision avoidance systems remains complex, with ongoing 
challenges related to system cost, sensor reliability, and 

practical implementation [13, 14]. 

 

Driver drowsiness detection systems employ various 

technologies to monitor and analyze the condition of drivers 

in real-time [13]. Video-based approaches use artificial 

intelligence and visual data to track and assess driver 

fatigue, utilizing methods like band power analysis and 

Empirical Mode Decomposition, with SVM for 

classification [14]. Bayesian networks are applied to extract 

driver-vehicle interaction features, enhancing the accuracy 

of drowsiness detection [15]. EEG and EOG channels are 
utilized for brain and visual activity monitoring, integrating 

diagnostic techniques and fuzzy logic for detection based on 

blinking and EEG signals [16]. Image processing and 

pattern classification techniques, such as Active Appearance 

Model (AAM) and K-Nearest-Neighbor, enable facial 

feature tracking and sleepiness level categorization [17]. 

Viola-Jones algorithm is used for head posture estimation, 

enhancing real-time detection robustness [18]. Machine 

learning approaches, leveraging facial action data, including 

eye blink and yawning, are deployed to identify driver 

drowsiness effectively [8]. These systems contribute to road 
safety by alerting drivers and potentially preventing 

accidents caused by drowsy driving. 

 

In the papers, diverse approaches to alcohol detection 

and vehicle safety systems are also explored. Simplifies an 

existing alcohol detection system by integrating real-time 

message-based confirmation and linking vehicle ignition 

control to alcohol checking [19]. The system comprises 

three main components: an alcohol sensor that detects 

alcohol by breath, a controlling unit that processes sensor 

output to control DC motors and indicate status, and a motor 
driver shield to manage motor control. Incorporates wireless 

and cloud technologies for automatic ignition cutoff upon 

detecting alcohol consumption using an alcohol sensor. 

Additionally, an IR sensor is utilized to check seat belt 

usage [20]. Integrates GPS interfacing and signal 

enhancement for long-distance sensor connections. The 

system uses sensors to detect seat belt status, and a 

development board processes sensor outputs to control 

vehicle ignition via a relay. Introduces an automatic vehicle 

speed control system using a proximity sensor to detect 

nearby objects and adjust vehicle speed accordingly. These 
studies collectively contribute to advancements in vehicle 

safety technologies, particularly in alcohol detection and 

driver behavior monitoring [21]. 

 

III. SYSTEM ARCHITECTURE 

 
A. For Ultrasonic Distance Sensor 

 

 When Designing the System the Following Presumptions 
are Made. 

 

 A four-wheeled vehicle is said to 

 All four wheels get braking torque. 

 The brake dynamics are regarded as a linear first-order 

system; the effect of the suspension on the tire axels is 

discounted; vertical, roll, and pitch motion are 

disregarded; 

 

 The Vehicle Model's Design also Takes into Account the 

Following Factors 

 

 The car's lateral velocity, or speed, expressed in v m/s 

 Vehicle mass (kg)  

 Wheel radius (R m)  

 Wheel angular velocity (ω rad/s) 

 

 
Fig 1: Vehicle Obstacle Avoidance Model in Cartesian form 
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From Fig. 1, vehicle dynamics are driven. A position 

vector with the following values may be used to indicate the 
vehicle's starting location: 

 

𝑃𝑖(𝑡) = [𝑦𝑖𝑡𝑎𝑛𝜃 𝑇𝑑
2 − 𝑦𝑖

2𝑡𝑎𝑛2𝜃𝑡𝑎𝑛−1 (
𝑦𝑖𝑡𝑎𝑛𝜃

𝑦𝑖
) ]

𝑇

           (1) 

 
Where x, y, and θ represent the vehicle's angular tilt, 

vertical displacement, and horizontal displacement, 

respectively. The formula for calculating the distance 

between a vehicle and an obstacle is Td = Ts + Ta, where Ts 

and Ta stand for target stoppage distance and avoidance 

range, respectively. It is possible to represent the Braking 

force, FB(𝑇𝑑 , 𝜔, 𝜐), as (2): 

 

𝑚 [
𝑑2

𝑑𝑡
𝑃𝑖(𝑡)] − 𝐹𝑝𝑖(𝑡) = 0                                                 (2) 

 

Where 

𝐹𝑝𝑖(𝑡) = {0
−𝐹𝐵(𝑇𝑑,𝜔,𝜐)

𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(0<
𝑑

𝑑𝑡
𝑃𝑖(𝑡))

                                      (3) 

 

and the torque component at the starting location is 

represented by Fpi(t). 

The pace at which the vehicle position changes is 

described by the kinematic equations (Equations 4 and 5) 
below. 

 

𝑑

𝑑𝑡
𝑃𝑖(𝑡) =

[
 
 
 

𝑑𝜃
𝑑𝑡

𝑑𝑦
𝑑𝑡

𝑑𝑥

𝑑𝑡

]
 
 
 

= [
0

𝑠𝑖𝑛𝜃
𝑐𝑜𝑠𝜃

1
0
0

] [ 𝜔
𝜐 ]                        (4) 

 

Where 

 

[ 𝜔
𝜐 ] = [

− 
𝑅

𝑙𝜔

𝑅

2
𝑅

𝑙𝜔

𝑅

2 ] [ 𝜔𝑟

𝜔𝑙 ]                                               (5) 

 

Furthermore, lw is the separation between the two 

wheels, R is the wheel's radius, ωl is the left wheel's angular 

velocity, and ωr is the right wheel's angular velocity. 

 

 Using Maplesim to Implement 

The Maplesim simulation environment is used to 

initially develop the system. The selected simulation model 
in Maplesim is shown in Fig. 2. 

 

 
Fig 2: Model of Vehicle Braking 

 

 Using a Proto Type 

The Arduino Uno microcontroller board is interfaced 

with an ultrasonic module in the system. For the project, an 
ultrasonic transducer made up of a transmitter and receiver 

is used. 

 

The Ultrasonic sensor receives a trigger pulse from the 

Arduino Uno and broadcasts ultrasonic waves in response. 

The transducer receives the sent waves once again after they 

are reflected back from the object. The Arduino Uno 

receives an echo pulse from an ultrasonic sensor. 

 

The sound signal is converted by the ultrasonic sensor 

into an electrical signal, which is then analyzed by a 

microprocessor to determine the distance. The speed of 
sound is taken into account when calculating the overall 

amount of time required to transmit and receive waves. 

After that, a microcontroller software calculates the 

distance. The distance that was measured may be used by 

the user as a control parameter to initiate automated control 

outputs and to provide an audio-visual warning for 

automated braking and deceleration based on the threshold 

values set in accordance with the software shown in figure 3 

as the block diagram. 
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Fig 3: System Block Diagram of Ultrasonic Range Sensors 

 

The general block diagram includes the following 

components: sensors and other output devices; range sensing 

unit (forward and reverse ultrasonic range sensors) for 

measuring distance; warning unit (blinker, LCD, and LED 

displays to alert drivers or other road users); and braking 
unit for applying brakes. The power supply unit is a DC 

battery that can supply up to 12V, and the circuit uses up to 

7–12V to supply 5V DC to the microcontroller. Fig. 4 

displays the system's flow chart. 

 

Using the Proteus program, the different components' 

circuit pin connections are built. Figure 5 displays the 

schematic diagram.  

B. For Eye Blink Sensor 

As seen in Figure 4, the system block diagram consists 

of the following components: Power supply, buzzer, LED 

Arduino (UNO), relay module, DC, and eye blink (IR), 

which is connected to sleep detection and alerts the driver. 
The primary element is the Arduino Uno, a Microcontroller 

(MC) based on ATmega328 that handles all tasks associated 

with managing the embedded system circuit. The blinking 

module operates by first applying infrared light to the eye 

region, and then using an image transistor and a separation 

circuit to detect variations in the dispersed light.  

 

 
Fig 4: Schematic Block Diagram of Eye Blinking Sensor 

 

The eye twitch sensor, which senses the driver's 

slumber, is the system's main working mechanism. The 

buzzer is given this effect. When the driver is asleep, the 

rotation speed decreases, but the wheel is stopped by the 

blink sensor's receipt of the sensor's signal. This app 

provides a fresh approach to preventing sleepy males. The 

apparatus has an installed blink sensor. The sensors 
automatically assess the driver's breath and detect eye blinks 

once the engine is started. The flow diagram shown in 

Figure 5 illustrates the procedure. The sensor output on this 

device is provided for comparison with the Arduino. When 

the buzzer vibrates automatically and the value goes above 

the limit, the LED illuminates, the vehicle immediately 

stops and utilizes GPS to find the car's real location in terms 

of latitude and longitude.  
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Fig 5: Flow Diagram of Eye Blinking Sensor 

 

 Steps in the Implementation Procedure: 

 

 As shown in Figure 6, connect the eye Blink sensor to 

Arduino pin D0. 

 Attach the buzzer to pin D13 on the Arduino. 

 

 Methodical Execution Steps: 

Attach the DC motor to the relay, then connect the 
relay to pin A0 on the Arduino. Now use a USB cord to 

dump the code into Arduino. After connecting the USB cord 

to the PC, launch the Arduino software, input the code, 

compile it, and execute it. Next, choose the Arduino port 

and click the upload button, which will upload your code to 

the Arduino. Connect the batteries now, then observe the 

eye blink sensor's output. An eyeblink lasting more than two 

seconds will cause the car's engine to stop. Figure 6 

provides a detailed illustration of the planned work.  

 

 
 

 

 
Fig 6: Final Connection of the Block for Eye Blinking Sensor 

 

C. For Alcohol Detection 
Figure 7 shows the block diagram of the parts that 

make up the driver's alcohol detecting system. The main part 

that regulates the model's general operations is the Arduino 

UNO. The driver will get an analog signal and the sensor's 

green LED will flash if the driver has consumed alcohol 

because the alcohol sensor measures alcohol based on 

human breath. 

 

The alcohol sensor will record both digital and 

analogue measures; however, we will utilize the analogue 

readings because we need to set a threshold. This research 

proposes a real-time driver monitoring system to measure 
alcohol consumption. The brains behind the whole idea are 

the Arduino UNO, which powers every aspect of the system. 

Using digital data from an external ADC, the Arduino UNO 

evaluates if the alcohol concentration is above or below the 

threshold. The output of the driver indicates its state. The 
buzzer activates, the red light LED begins to shine, and a 

message is sent to the selected recipient when the driver is 

found to be operating their vehicle recklessly. The main 

purpose of the relay is to cut off the engine's power supply 

in the event that the driver is discovered to be inattentive. 

First, the alcohol sensor measures the driver's blood alcohol 

content as soon as they get in and start the engine. If the 

driver's blood alcohol content is higher than the threshold, a 

relay immediately cuts off the car's power supply, 

preventing the driver from starting the engine. The car's 

engine starts and moves forward if the MQ-3 sensor first 

finds no alcohol content. The driver receives a buzzer 
warning if, after starting the car, it is found that there is any 

alcohol present. The car gradually reduces its speed until it 

stops entirely. 
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When this process occurs, the message alert is sent to 

the authorized user using the Twilio application. To inform 

the authorized user of the driver's current status, this is done. 

 

 
Fig 7: Diagram Showing the Position of the Vehicle's 

Alcohol Sensor 

As shown in figure. 8, the project's block diagram 

makes it evident how the project operates. In the stated 

method, the car's ignition is turned on first by the driver or 

anybody else attempting to start it, and then the alcohol 

sensor, or MQ3, measures the amount of alcohol in the 

vehicle. When an automobile's alcohol content is below the 

threshold amount that the owner or someone responsible for 

maintaining safety has established, the car starts 
continuously. If the car's alcohol threshold is exceeded, a 

buzzer will first sound, followed by a beep, and then a red 

led will shine for a while. This is the only functional 

component of the opposite hand GSM apparatus. We can 

send the owner an SMS using the system, and we also 

utilize GPS to find the car's real location in terms of latitude 

and longitude.  

 

 

 

 

 
Fig 8: Working Alcohol Detection Sensor Flowchart 

 

IV. RESULTS AND DISCUSSION 

 

  The study highlights the effectiveness of an integrated 

collision avoidance system that makes use of cutting-edge 

sensor technology with the help of convincing experimental 

findings and analysis. The eye blink sensor's capacity to 

precisely identify driver exhaustion by tracking eye blinks—

a crucial sign of drowsiness—was shown throughout the 
experimental assessment. In a similar vein, the alcohol 

detector that interfaced with Arduino showed strong 

performance in determining the sobriety of drivers, which 

made a substantial contribution to the reduction of accidents. 

By precisely measuring distances and initiating autonomous 

brake reactions when obstructions were identified, the 

ultrasonic distance sensor proved invaluable in identifying 

possible crash situations. 

 

Promising results were obtained from the performance 

assessment of each sensor in the combined system. The eye 

blink sensor was able to detect driver tiredness, which is 

important since it allows automated intervention and 

preemptive alarm systems to avert accidents. In a similar 
vein, the alcohol detector demonstrated excellent sensitivity 

in identifying alcohol concentrations, allowing for 

preemptive actions to stop driving while intoxicated. 

Additionally, the precise distance measuring skills of the 

ultrasonic distance sensor proved crucial in collision 

avoidance situations, providing real-time data for efficient 

vehicle management and automatic braking. 
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The integrated collision avoidance system proved very 

successful at averting collisions. The device showed a 

proactive approach to vehicle safety by integrating the 

functions of the alcohol detection, ultrasonic distance 

sensor, and eye blink sensor into an Arduino-based 

platform. The danger of accidents brought on by human 

mistake or impairment was greatly reduced by the system's 

real-time monitoring of driver weariness and impairment in 
addition to its autonomous braking reactions based on object 

recognition. Furthermore, the incorporation of these 

technologies into an affordable and easily accessed solution 

highlights the possibility of broad implementation to 

improve road safety in a variety of vehicle kinds and 

geographical areas. 

 

V. CONCLUSION 

 

Our research used an eye blink sensor, an alcohol 

detector, and ultrasonic distance measuring technology 
based on Arduino microcontrollers to build and deploy an 

integrated collision avoidance system for car safety. Our 

results show that this method is feasible and beneficial in 

improving road safety by identifying possible roadblocks, 

drunk drivers, and sleepiness, therefore reducing the 

likelihood of accidents brought on by human error. 

 

 The Following are Highlighted by our Research's 

Primary Findings: 

 

 First off, by tracking eye blink patterns, the eye blink 

sensor has shown to be a trustworthy instrument for 
identifying driver weariness. This feature is essential for 

reducing the number of accidents brought on by sleepy 

driving, which is still a major risk factor for drivers. 

 Second, based on breath alcohol content, the alcohol 

detector that interfaced with Arduino was able to 

accurately determine the sobriety of drivers. This 

function is crucial for reducing accidents linked to 

driving while intoxicated, guaranteeing safer roads for 

all users. 

 Finally, by precisely identifying objects and figuring out 

acceptable stopping distances, the ultrasonic distance 
sensor made autonomous braking and collision 

avoidance possible. This feature gives cars an extra 

degree of security, particularly in situations when prompt 

action is needed to avoid crashes. 

 

Our study has significant implications for car safety. 

Our goal is to make sophisticated collision avoidance 

systems accessible to a wider audience by incorporating 

these technologies onto an affordable Arduino-based 

platform. This might completely change the way that people 

drive, especially in areas where traditional safety systems 
are not generally available because of financial limitations. 

By installing such systems in cars from a range of economic 

backgrounds, it is possible to drastically lower the number 

of traffic accidents, saving lives and lowering the financial 

damages brought on by collisions. 

 

 

In order to maximize the efficacy of collision 

avoidance systems, future advancements in this field should 

concentrate on improving sensor dependability, system 

responsiveness, and user interfaces. Furthermore, these 

systems may be made even more capable by advances in 

artificial intelligence and machine learning, which allow for 

adaptive reactions and predictive analytics based on user 

behavior and unique driving situations. 
 

 We Suggest the Following Improvements to the 

Suggested Collision Avoidance System: 

 

 Integration of extra sensors, such cameras, to enhance 

lane detection and object identification. 

 Use of machine learning techniques to allow for the use 

of complicated sensor data to inform decisions in real 

time. 

 Creation of notifications and user-friendly interfaces to 

guarantee smooth communication between the system 
and drivers. 

 Cooperation with regulatory organizations and 

automakers to encourage the integration of these 

technologies into conventional automobiles. 

 

Our study concludes by highlighting the critical role 

collision avoidance systems play in reducing traffic 

accidents and enhancing vehicle safety. We can create a 

more accessible and safe driving environment worldwide by 

using cutting-edge technology like Arduino-based sensors. 

To fully realize the promise of cutting-edge technology for 
accident prevention and road safety enhancement, vehicle 

safety in the future will depend on ongoing innovation and 

cooperation across interdisciplinary sectors. 

 

VI. FUTURE WORK 

 

Several important paths for future study appear when 

thinking about how to improve the capabilities and 

dependability of the integrated collision avoidance system 

that uses an alcohol detector, ultrasonic distance measuring, 

and an eye blink sensor. 

 
To improve overall system performance, future study 

might concentrate on fine-tuning and improving the sensor 

integration inside the Arduino-based system. This involves 

investigating cutting-edge signal processing methods to 

enhance the eye blink sensor's precision and responsiveness 

in identifying driver fatigue. More advanced models for 

real-time tiredness detection based on eye movement 

patterns might be created using methods like machine 

learning algorithms, which would allow for more accurate 

and dependable notifications to drivers. 

 
Second, to improve the sensitivity and specificity of 

the alcohol sensor (such the MQ-3) integrated with the 

system, advances in alcohol detection technology might be 

explored. Future studies might look at other approaches of 

alcohol detection that provide quicker reaction times and 

more reliability, allowing for more effective prevention of 

driving-related accidents. Furthermore, investigating ways 

to seamlessly incorporate real-time communication systems 
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(such GPS tracking and SMS notifications) with the alcohol 

detection module might improve the system's capacity to 

reduce the hazards related to driving while inebriated. 

 

Thirdly, further studies can concentrate on improving 

the ultrasonic distance sensor's ability to identify obstacles 

and prevent collisions in the system. This would include 

investigating sophisticated sensor fusion methods, fusing 
ultrasonic sensing with other modalities (such lidar or 

camera-based systems) to offer robust and thorough obstacle 

identification under a variety of driving scenarios. To 

improve overall safety and dependability, research efforts 

might also be focused on creating predictive collision 

avoidance algorithms that use sensor data to foresee possible 

risks and allow proactive vehicle management tactics. 

 

Additionally, these collision avoidance systems might 

be integrated with vehicle-to-vehicle (V2V) and vehicle-to-

infrastructure (V2I) communication technologies in future 
studies. Wireless communication protocols, like Dedicated 

Short-Range Communications (DSRC) or Cellular Vehicle-

to-Everything (C-V2X), can facilitate cooperative collision 

avoidance strategies by allowing vehicles to share real-time 

sensor data and coordinate avoidance maneuvers. This can 

lead to increased road safety and efficiency. 

 

To summarize, the aim of future research initiatives 

should be to improve the capabilities and dependability of 

integrated collision avoidance systems by pushing the 

boundaries of sensor technologies, signal processing 

methods, and communication protocols. Researchers may 
help create more practical and scalable solutions that greatly 

increase vehicle safety and lessen the effects of traffic 

accidents by tackling these possibilities and obstacles. 
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