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Abstract:- These days, many incidents of internet fraud 

are handled by cyber forensics. The likelihood of online 

fraud is being amplified by the widespread use of the 

internet. Automated fraud detection in online transactions 

is a challenging task, as fraudsters are constantly 

developing new and sophisticated methods. This study 

focuses on improving an accuracy and efficiency of online 

payment fraud detection and prevention by integrating 

advanced data preprocessing, feature extraction, and 

model optimisation techniques. A robust dataset 

preprocessing pipeline, including handling missing values, 

outlier removal, data standardisation, and balancing 

through undersampling, ensures high-quality input. Key 

features are extracted to enhance model interpretability 

and efficiency. Several ML models, including LR, SVM, 

KNN, and CNN, are employed to classify transactions. 

Models are assessed by calculating their F1-score, 

accuracy, precision, and recall. By obtaining an 

astounding 95% accuracy, 97.72% precision, 99.41% 

recall, and 98.56% F1 score, the CNN model surpasses 

conventional ML approaches to provide better outcomes. 

These results highlight CNN's superiority in capturing 

complex fraud patterns and maintaining high 

performance across all metrics. The proposed approach 

offers a robust solution for real-time fraud detection in 

online payment systems, ensuring accuracy, efficiency, and 

scalability. 
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I. INTRODUCTION 

 

New types of fraud have emerged with the rise of the 

digital age, most notably in the area of online transactions [1]. 

The convenience and widespread adoption of digital payment 

methods have simultaneously created opportunities for 

fraudsters to exploit vulnerabilities in online systems[2][3]. 

Fraud has long been a pervasive issue affecting various 

sectors[4], disrupting financial stability, and eroding trust in 

systems[5]. The convenience and widespread adoption of 

digital payment methods have simultaneously created 

opportunities for fraudsters to exploit vulnerabilities in online 

systems[6]. The rise of sophisticated forms of online fraud—

including phishing, identity theft, and credit card scams—poses 

a serious danger to the safety and reliability of our digital 

financial systems [7]. 

 

The rise of online financial transactions—spanning e-

commerce, internet banking[8], and virtual payment 

platforms—has not only transformed the global economy but 

also heightened the need for robust fraud detection and 

prevention mechanisms[9][10][11]. Traditional methods, while 

effective to some extent, often struggle to cope with the scale, 

complexity, and evolving nature of online fraud[12][13]. This 

necessitates the integration of advanced technologies to 

identify and mitigate fraudulent activities with greater 

precision[6][14]. 

 

Combating online fraud has been revolutionised by ML 

[15][16]. ML algorithms are able to identify fraud in real-time, 

adapt to new tactics, and find complicated patterns in massive 

amounts of transaction data [17][18]. These models utilise a 

variety of features, including transaction amount locations, user 

behaviour, timestamps, and device information, to identify 

anomalies and predict potential threats[19][20][21]. ML's 

inherent capacity for continual learning and evolution makes it 

a potent instrument for bolstering the precision and 

effectiveness of systems designed to identify fraud 

[22][23][24]. 

 

 Aim and Contribution of Paper 

The motivation for this study stems from the growing 

threat of fraudulent activities in online payment systems, which 

undermine financial security and consumer trust. Traditional 

methods fail to address the complexity and scale of modern 

fraud schemes, necessitating the development of advanced ML 

models for accurate and efficient fraud detection and 

prevention. The main contributions of this study are: 

 

 Implemented robust preprocessing steps, including missing 

value handling, outlier removal, and data standardisation, 

to enhance data quality and model reliability. 

 LR, SVM, KNN, and CNN were among the ML models 

examined in order to determine the best algorithms for 

detecting fraud. 

 When evaluating a model's performance, sophisticated 

evaluation measures like as F1-score, recall, accuracy, and 

precision may be used. 

 Improved the efficacy and accuracy of systems that 

safeguard online payments by suggesting a scalable method 

for real-time fraud detection. 

 

 Structure of Paper 

The following is a synopsis of the paper's main body. 

Give some context for using machine learning models to detect 

and prevent online payment fraud in Section 2 and Section 1. 
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The approach is described in depth in Section 3. A comparison 

of the findings, analysis, and discussion is presented in Section 

4. Section 5 presents the study's results as well as suggestions 

for further research. 

 

II. LITERATURE REVIEW 

 

In recent years, researchers have shown a growing interest 

in the development of Predictive Analytics in Online Payment 

Fraud Detection and Prevention with Machine Learning 

Models. The following are a few studies that provide 

background: 

 

This research work, Sharma and Sharma (2024) is 

concerned with the comparative effectiveness of machine 

learning and DL models, crafting CNNs and RNNs as an 

illustration, in upgrading fraud detection power within digital 

finance infrastructures. Utilising a rich database of 

transactional data, both supervised and unsupervised learning 

tools are employed to establish the suspicious ones. This 

methodology consists of data cleaning using automatic 

approaches, machine learning algorithms such as CNNs and 

RNNs for modelling, and key metrics that involve accuracy, 

sensitivity, specificity, AUC, and ROC curves when evaluating 

the model. The analysis shows that the RNN architecture 

performs even better than the CNN model, observing an 

incredible accuracy of 95.8%, sensitivity93.7%, and 

specificity97. 5 % with an AUC of 0. 972. Besides, analysis 

showed that the models consistently performed well across 

various transaction amounts, indicating robustness and 

applicability in various situations. This underlines the fact that 

deep learning models are most effective when dealing with the 

occurrences of financial transactions that are fraudulent [25]. 

 

This study, Sharma and Babbar (2023) provides an in-

depth analysis of several fraudulent activities prevalent in the 

ecosystem of virtual currency. Next, they had been looking at 

other ML methods that might detect suspicious patterns that 

could indicate fraud, such as AdaBoost, RF, and XGBoost. In 

order to determine how successful the proposed method is, 

experiments have been conducted using a crypto fraud 

detection dataset that includes instances of fraud as well as real-

world cryptocurrency transactions. Model robustness and 

accuracy are evaluated using performance indicators such as 

F1-score, recall, and precision. Various methods have been 

tested for scalability and efficiency to determine which 

algorithms work best for real-time fraud detection. The 

findings demonstrate the potential of ML approaches to 

enhance the safety of bitcoin networks. In terms of accuracy, 

the XGBoost method ranks first with 98%, followed by 

AdaBoost with 67%, and RF with 90%. In terms of detecting 

fraudulent activity, the proposed models perform well, with 

notable achievements in detecting attack patterns that had not 

been seen before [26]. 

 

In, Garg and Gupta (2024) Effective fraud detection and 

prevention strategies are necessary to shield people and 

organisations from significant financial losses. The scarcity of 

publicly available datasets with fraud examples, however, is a 

major obstacle to this effort. In order to tackle these problems, 

our study uses state-of-the-art machine learning methods. 

Using DTs, which are effective at extracting insights from data, 

for fraud detection in real time is one solution that may be 

considered. On a similar note, DL and ANN may detect 

complex fraud patterns. Logistic Regression: The method that 

is used to predict the likelihood of fraud. Analyse the test set 

accuracy of LR (99.8%), DTs (99.9%), and ANNs (99.94%) 

when they are retrained to this model. Businesses who want to 

reduce the prevalence of fraud must pay close attention to these 

findings. Additionally, they pointed out a significant need in 

this area of ML for fraud detection by providing suggestions 

for how algorithms should be tailored to the particular financial 

context of actual fraud detection [27]. 

 

In, Charizanos, Demirhan and İçen (2024) to address the 

effects of non-stationary shifts in fraudulent transaction 

patterns, suggest a novel strategy. Given the massive number 

of datasets, it allows for efficient model training. In order to 

tackle the challenges caused by the special transaction features 

and the very low fraud rate in the dataset, they used a robust 

fuzzy LR model that accounts for class imbalance and 

separation. With sensitivity and specificity above 0.90 and 

Matthew's correlation over 0.80, the proposed framework 

reliably exhibits good performance, even when working with 

tiny samples. Furthermore, the suggested methodology's 

performance vs efficiency nexus study shows that it delivers 

extremely accurate findings, distinguishing between fraudulent 

and non-fraudulent transactions with an accuracy of more than 

0.99. A suggested framework outperforms ML and other 

methods for detecting fraudulent transactions, while also 

detecting a larger percentage of legitimate transactions, 

according to benchmarking. Better classification performance 

means less financial losses and client satisfaction by more 

accurately identifying fraudulent transactions and preventing 

the misclassification of valid transfers [28]. 

 

In, Wahid et al. (2024) provide a model for detecting 

online fraud that makes use of a NFA to examine client calling 

habits in order to identify phoney calls. In order to simulate 

client call patterns, the model makes use of a memory module 

NFMs and an Autoencoder (AE). They evaluate our method 

using a massive dataset of actual call detail records and 

compare it to many state-of-the-art methods. Our strategy 

surpasses the baselines in terms of performance, as seen by our 

91.06% AUC, 91.89% TPR, 14.76% FPR, and 95.45% F1-

score. These findings imply that our method might be a useful 

tool for avoiding telecom fraud and show that it is successful in 

real-time fraud detection [29]. 

 

This study Afriyie et al. (2023) evaluate the efficacy of 

DTs, LR, and RF as ML models for credit card fraud detection, 

prediction, and classification. With an AUC of 98.9% and a 

maximum accuracy of 96%, RF outperformed the other 

methods tested for predicting and detecting fraudulent credit 

card transactions. Credit card fraud might be difficult to 

forecast and detect, but random forest is the best ML algorithm 

for the job. Most of these fraudulent transactions involved 

credit card users over the age of 60, and the peak hour for these 

crimes is between 22:00GMT and 4:00GMT [30]. 

 

Table 1 summarises current research on fraud detection, 

including studies' datasets, methods, results, and contributions. 
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Table 1 Summary of Literature Review for Online Payment Fraud Detection and Prevention using Machine Learning 

Author Data Methodology Findings Limitations/Contributions/Future 

Study 

Sharma and 

Sharma 

(2024) 

Rich 

transactional 

data 

CNNs and RNNs for 

fraud detection; 

supervised and 

unsupervised learning 

tools; metrics: accuracy, 

sensitivity, specificity, 

AUC, ROC curves 

RNN outperformed CNN 

with 95.8% accuracy, 

93.7% sensitivity, 97.5% 

specificity, and robust 

performance across 

transactions. 

Demonstrates robustness of deep 

learning models for digital finance 

fraud detection; suggests further 

research on broader datasets. 

Sharma and 

Babbar 

(2023) 

Crypto fraud 

detection 

dataset 

ML algorithms: 

XGBoost, AdaBoost, 

RF; metrics: precision, 

recall, F1-score 

XGBoost achieved the 

highest accuracy of 98%; 

AdaBoost and RF 

achieved 67% and 90%, 

respectively. 

Highlights ML techniques' scalability 

for real-time fraud detection; 

recommends further exploration of 

algorithm adaptability for large-scale 

applications. 

Garg and 

Gupta 

(2024) 

Limited fraud 

datasets 

Decision Trees, ANNs, 

and Logistic Regression; 

test set evaluation with 

accuracy metrics 

Logistic Regression: 

99.8% accuracy, Decision 

Trees: 99.9%, ANNs: 

99.94%. 

Addresses dataset scarcity using ML 

techniques; suggests model 

customisation for specific financial 

settings. 

Charizanos, 

Demirhan 

& İçen 

(2024) 

Large-scale 

datasets with 

non-stationary 

fraud 

transaction 

patterns 

Fuzzy Logistic 

Regression; handling 

class imbalance and 

separation problems; 

metrics: specificity, 

sensitivity, MCC, 

accuracy 

Specificity and sensitivity 

> 0.90; MCC > 0.80; 

overall accuracy > 0.99; 

robust performance on 

imbalanced datasets. 

Combines efficiency and accuracy 

for fraud detection; calls for further 

benchmarking with alternative ML 

techniques on larger datasets. 

Wahid et 

al. (2024) 

Real-world 

call detail 

records 

Neural Factorization 

Autoencoder (NFA); 

Neural Factorization 

Machines (NFM); 

Autoencoder with 

memory module; 

metrics: AUC, TPR, 

FPR, F1-score 

AUC: 91.06%, TPR: 

91.89%, FPR: 14.76%, 

F1-score: 95.45%; 

effective for real-time 

fraud detection. 

Demonstrates potential of NFA for 

fraud detection in 

telecommunications; proposes 

further optimisation for faster 

adaptation to changing patterns. 

Afriyie et 

al. (2023) 

Credit card 

transactions 

Logistic Regression, 

Random Forest, Decision 

Trees; metrics: accuracy, 

AUC 

RF achieved maximum 

accuracy (96%) and AUC 

(98.9%); highlighted 

demographic and temporal 

fraud patterns. 

Recommends Random Forest for 

credit card fraud detection; suggests 

exploring advanced techniques for 

fraud occurring during specific time 

frames. 

III. RESEARCH METHODOLOGY 

 

To enhance an accuracy andefficiency of online payment 

fraud detection and prevention, this study employs a robust 

methodology integrating data preprocessing, feature extraction, 

and model optimisation techniques. The dataset is preprocessed 

through robust techniques like handling missing values, outlier 

removal, and data standardisation to ensure high-quality input. 

Data balancing is achieved through undersampling to address 

class imbalance, ensuring fair representation of fraudulent and 

non-fraudulent transactions.Key features are extracted to 

enhance model interpretability and computational efficiency 

while preserving critical fraud-related patterns. To evaluate the 

model, the data is divided into two sets: one for training and 

one for testing, with a ratio of 80:20. There are a number of 

sophisticated machine learning models used for transaction 

classification, including LR, SVM, KNN, and CNN. Confusion 

matrices provide the metrics needed to evaluate these models, 

such as recall, accuracy, precision, and F1-score. The proposed 

approach leverages these techniques to optimise fraud 

detection, ensuring the system's ability to identify fraudulent 

transactions accurately while maintaining computational 

efficiency for real-time implementation. 
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Fig 1 Flowchart for Online Fraud Detection and Prevention 

 

Figure 1 provides a high-level overview of the diagram's 

steps. 

 

 Data Collection 

This research used the "fraudulent transaction" dataset, 

which was obtained from the Kaggle Depository, to identify 

fraudulent transactions. The collection has 6362620 records 

that have 10 attributes. There was one transaction with a value 

of 1991430 USD, while the average value of all transactions 

was 144972 USD. While a small percentage of transactions 

approach the limit, the great majority are of a far smaller 

magnitude. This striking difference is shown in the following 

graphic (see Figure 2) 

 

 
Fig 2 Kernel Density Curve of Fraud Score on Dataset 
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Figure 2 represents a Kernel Density Estimation (KDE) 

curve for fraud scores of Dataset. It illustrates the distribution 

of scores for normal transactions (in red) and fraudulent 

transactions (in blue). The overlapping region highlights cases 

where distinguishing between fraud and normal transactions is 

challenging. Fraudulent transactions tend to have higher scores, 

while normal transactions are concentrated at lower scores. 

This visualisation is crucial for understanding the separation 

between these classes, aiding in the design of effective fraud 

detection models. 

 

 
Fig 3 Frequencies of Transaction Types 

 

The following Figure 3 shows the Transaction Types. The 

data shows that CASH_OUT and PAYMENT transactions are 

the most frequent, indicating active withdrawals and purchases 

by customers. CASH_IN transactions are less common, 

suggesting fewer deposits. The low frequency of TRANSFER 

and DEBIT transactions may reflect security concerns or 

transaction complexity. 

 

 Data Preprocessing 

An essential first step in discovering new information is 

data pre-processing. Among the several processes that are 

required are data reduction and transformation [31]. To make 

sure learning algorithms are effective and precise, it is essential 

to improve the raw data quality. Consequently, the collected 

data may be properly examined if the necessary data 

preparation methods are followed and suitable learning 

algorithms are used [32]. Here are some further processing 

important terms: 

 

 Remove missing & null values: Use the isnull() method in 

Pandas to find datasets with null values. You may use this 

method to check whether any columns or fields are missing 

data [33][34]. 

 Remove outliers: Outliers in datasets may significantly 

impact the outcomes of statistical tests and models [35]. 

Reliable and resilient data analyses are fostered by robust 

data pretreatment approaches in ML, such as converting or 

cutting outliers, which guarantee that the effect of extreme 

values is minimised [36]. 

 

 Data Balancing with Under-Sampling 

Data balancing is a ML approach that helps with datasets 

that are uneven, meaning that one class contains more entries 

than the other [37]. As a means of achieving statistical parity in 

a dataset, undersampling involves removing data points from 

the dominant class and replacing them with a fresh subset of 

the original data to train the models [38][39]. Undersampling is 

a method for achieving data parity by gradually removing 

records from the majority class. 

 

 
Fig 4 After Data Balancing 
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The dataset has been balanced with an equal number of 

fraudulent and non-fraudulent transactions, with 1707 

instances of both categories, as shown in Figure 4. This 

balanced dataset ensures that the model is trained equally on 

both classes, helping to mitigate any bias towards the non-

fraudulent transactions, which typically dominate in 

imbalanced datasets. The equal distribution allows for a more 

robust and fair evaluation of fraud detection models, enabling 

better generalisation and performance across both fraud and 

non-fraud cases. 

 

 Standardization the Data 

In ML, one of the most used feature scaling methods is 

the standard scaler, often known as standardisation [40]. 

Although this approach does not restrict the data to a particular 

interval or change its distribution, most of the data will fall 

quite near to 0[41]. This indicates that even after scaling, 

outliers remain in the data [42]. As seen in Equation 1, standard 

scaling is defined. 

 

𝑥𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑥−�̅�

𝜎
                                                                        (1) 

 

Where:  

 

xscaled = scaled sample point 

 

 x = sample point 

 x¯ = mean of the training samples 

 σ = standard deviation of the training samples 

 

 Feature Extraction 

In DL, feature extraction refers to the transformation of 

raw data into useful features for training ML models [43]. The 

purpose of feature extraction is to simplify data while 

preserving important information. This can help machine 

learning algorithms perform better and more efficiently[44]. 

Feature Extraction and generally works well with large volume 

of data. 

 

 Data Splitting 

In order to train and test, Sklearn uses the train-test split 

function to randomly divide the dataset into two halves. 

Training will make use of 80% of the dataset, while testing will 

hold 20%. 

 

 Convolutional Neural Network Model (CNN) 

CNN is a DL method often used for picture processing 

and identification; it employs ANNs to identify patterns in 

pictures [45]. The layers that make up a CNN include fully 

connected, pooling, and convolutional layers [46]. Input 

parameters are reduced by the pooling layer, and images are 

converted to numerical values by the convolutional layer [47]. 

CNNs are a subset of DL algorithms that excel in processing 

and recognising images [48]. The many layers that make it up 

include fully connected, pooling, and convolutional layers [49]. 

CNNs are designed to mimic the human brain's visual 

processing, making them ideal for detecting hierarchical 

patterns and spatial correlations in pictures. They could find out 

how big a convolutional layer's output will be by using t. Here, 

the output is five characters long. The standard deviation of the 

output length is Eq. (2). 

𝑂𝑢𝑡𝑝𝑢𝑡 𝑠𝑖𝑧𝑒 = 𝑛𝑥 = 2𝑃 − 𝑛ℎ𝑆 + 1  (2) 

 

Output size = n x + 2 P − n h S + 1, where the input signal 

length is denoted by nx and the filter length is denoted by nh. 

[50]. 

 

Mathematical operations like the convolution operation 

(Conv_Op) find widespread use in computer vision, signal 

processing, and image processing [51]. It takes two signals or 

functions and uses their shapes to create a third signal that 

shows how one signal affected the other. The use of CNNs for 

feature extraction in computer vision is commonplace [52]. The 

convolution operation is defined mathematically as Eq. (3): 

 

(𝑓 ∗ 𝑔)[𝑛] =  ∑ 𝑓[𝑚]𝑔[𝑛 − 𝑚]∞
𝑚=−∞                        (3) 

 

Two functions, f and g, may be either discrete or 

continuous; n is the output signal's location or time index [53]. 

The function ∗ represents the convolution process. An 

alternative form of the Equation that accounts for discrete input 

signals is (4): 

 

(𝑓 ∗ 𝑔)[𝑛] = ∑ 𝑓[𝑚]𝑔[𝑛 − 𝑚]∆𝑚∞
𝑚=−∞                        (4) 

 

Two functions, f and g, may be either discrete or 

continuous; n is the output signal's location or time index [54]. 

The convolution operation symbol is ∗. The above Equation 

may be rewritten as (5) when dealing with discrete input 

signals: 

 

(𝑓 ∗ 𝑚)(𝑡) = ∫ 𝑓(𝜏)𝑔(
∞

−∞
𝑡 − 𝜏)𝑑𝜏                                     (5) 

 

The output signal's time index is represented by t [55]. 

 

 Evaluation Metrics 

A model's efficacy may be ascertained by use of 

assessment criteria. Criteria for assessment must be able to 

distinguish between various model outputs [56]. To measure 

the efficacy of the suggested method, this research used the 

following metrics: confusion matrix, accuracy, precision, 

recall, and f1 score [57]. An approach to demonstrating the 

efficacy of a classification system is the confusion matrix. After 

comparing the predicted and actual results, four columns are 

produced: true negative (TN), false positive (FP), true positive 

(TP), and false positive (FP). When an instance is not really 

diabetic, even when projections say otherwise, this is called a 

false positive. The confusion matrix is used to measure 

precision, accuracy, and recall [58]. 

 

 Accuracy: A model's accuracy may be described as the 

ratio of correct predictions to all predictions in the test 

dataset. It is given as (6)- 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑝+𝑇𝑁+𝐹𝑁
                                                   (6) 

 

 Precision: The precision measures how many correct class 

activity predictions out of all the predictions in the testing 

dataset. It is expressed as (7)- 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP+FP
                                                              (7) 

http://www.ijisrt.com/


Volume 9, Issue 12, December – 2024                              International Journal of Innovative Science and Research Technology                                                 

                                                   ISSN No:-2456-2165 

 

IJISRT24DEC955                                                               www.ijisrt.com                     717 

 Recall: The recall measures how many true positives for a 

given class there were relative to the total number of 

activities in the test dataset. In mathematical form it is given 

as (8)- 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

𝑇𝑃+𝐹𝑁
                                                                    (8) 

 

 F1 score: The F1-Score, a derived effectiveness measure, 

is determined by taking the harmonic mean of recall and 

precision, as shown in Equation (9). 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (9) 

 

These measures, when taken as a whole, show how well 

the model predicts the target variable. 

 

IV. RESULTS AND DISCUSSION 

 

This section uses the transaction dataset to evaluate 

several ML methods. The following results of models like 

LR[59], SVM[60], KNN[61], and CNN. In this section, firstly 

provide the CNN model performance for online fraud detection 

and prevention shown in Table 2. Table 3 then compares the 

model's results on that dataset. 

 

 

 

Table 2 Performance of CNN model with Evaluation Matrix 

Performance matrix Convolutional Neural Network model (CNN) 

Accuracy 95 

Precision 97.72 

Recall 99.41 

F1-score 98.56 

 

 
Fig 5 CNN model Performance on the Transaction Dataset 

 

The CNN model's performance is shown in Figure 5, and 

Table 2 is located above. The CNN model achieved an 

impressive accuracy of 95%, indicating the model's overall 

correctness in predictions. The precision of 97.72% reflects its 

ability to accurately identify TP among all positive predictions, 

while the recall of 99.41% highlights its effectiveness in 

capturing nearly all actual positive instances. Furthermore, the 

model's F1-score of 98.56%, a harmonic mean of precision and 

recall, underscores its robust and balanced performance. 

 

 
Fig 6 Accuracy Curve of CNN Model 
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Figure 6 shows the CNN model's accuracy curve as it goes 

through the training epochs. The training accuracy (blue curve) 

consistently remains high, fluctuating slightly around 98.5%, 

indicating that the model effectively learns patterns from the 

training data. Meanwhile, the validation accuracy (orange 

curve) displays a relatively lower yet stable trend, averaging 

around 97%, with minor oscillations across epochs. This 

performance suggests that the model is well-trained with 

minimal overfitting, maintaining good generalisation on 

unseen validation data. 

 

 
Fig 7 Loss Curve of CNN Model 

 

Figure 7 illustrates the loss curve of the CNN model 

during training and validation. The training loss (blue curve) 

exhibits a steady decline, reaching approximately 0.035, which 

indicates effective optimisation and learning from the training 

data. Conversely, the validation loss (orange curve) fluctuates 

between 0.055 and 0.065, showing a less consistent trend 

compared to the training loss. While the gap between training 

and validation loss suggests some level of overfitting, the 

overall performance implies that the model maintains 

reasonable generalisation on unseen data. 

 

Table 3 ML and DL Method Comparison on the Basis of Performance Measures 

Matrix LR SVM KNN CNN 

Accuracy 90.44 94.8 94.20 95 

Precision 92.89 87.2 97.81 97.72 

Recall 93.11 95.7 93.43 99.41 

F1-score 92.11 88.4 96.51 98.56 

 

Table 3 provides a comparison of different models. The 

comparative analysis of online fraud detection models on a 

transaction dataset reveals that the CNN model outperforms the 

traditional ML approaches, including LR, SVM, and Neighbors 

KNN, across all evaluated metrics. CNN achieves the highest 

accuracy, 95%, precision 97.72%, recall (99.41%), and F1-

score 98.56%, showcasing its superior ability to handle 

complex patterns in the data. While SVM delivers a 

competitive accuracy of 94.8% and the highest recall among 

the traditional models at 95.7%, its precision of 87.2% and F1-

score of 88.4% fall short. KNN demonstrates balanced 

performance with high precision 97.81% but slightly lower 

recall 93.43% and F1-score 96.51%. LR, while consistent, 

trails with lower metrics, achieving 90.44% accuracy, 92.89% 

precision, 93.11% recall, and 92.11% F1-score. This 

comparison highlights CNN's dominance in online fraud 

detection, offering robust and reliable performance. 

 

V. CONCLUSION AND FUTURE STUDY 

 

Online payment risk fraud has become a major issue 

because of the expansion of the Internet, which has led to a 

boom in e-commerce and online banking. The most pressing 

issues are inconsistencies in financial data and the reliability of 

methods used to identify online fraud. This study demonstrates 

the effectiveness of Convolutional Neural Networks (CNN) in 

online payment fraud detection, outperforming traditional ML 

models like LR, SVM, and KNN in all key performance 

metrics. This study shows the effectiveness of CNN in online 

payment fraud detection, achieving an accuracy of 95%, 

precision of 97.72%, recall of 99.41%, and an F1-score of 

98.56%. These results significantly outperform traditional ML 

models such as LR with 90.44% accuracy, Support Vector 

Machine (SVM) with 94.8% accuracy, and K-Nearest 

Neighbors (KNN) with 94.20% accuracy. The integration of 

advanced data preprocessing and feature extraction techniques 

ensures high-quality input for model training, leading to 

accurate and efficient fraud detection. However, limitations 

include the potential lack of dataset diversity and challenges 

with model generalisation to new fraud patterns. Extending the 

dataset, investigating hybrid or ensemble models, improving 

the model's interpretability using explainable AI approaches to 

increase scalability and flexibility, and optimising real-time 

deployment are all potential areas for future development. 
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