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Abstract:- The inspection of pharmaceutical products, 

especially pills, has become an essential process in the 

pharmaceutical industry to ensure the quality and safety 

of medication. The traditional inspection methods are 

time-consuming and prone to errors. The use of deep 

learning models such as YOLOv5 has shown promising 

results in detecting and classifying pills accurately. 

YOLOv5 is a state-of-the-art object detection model that 

provides faster and more efficient processing of images 

with high accuracy rates. In this abstract, we review the 

recent studies on pill inspection using YOLOv5. We 

discuss the key features of YOLOv5 that make it suitable 

for pill inspection and the challenges associated with this 

task. We also highlight the potential benefits of using 

YOLOv5 for pill inspection, including improved 

accuracy, speed, and cost-effectiveness. Overall, the 

application of YOLOv5 in pill inspection can help ensure 

the authenticity and integrity of pharmaceutical products, 

providing a valuable tool for quality control in the 

pharmaceutical industry. The MAP @ 0.5 obtained was 1 

after 25-27 epochs. 

 

Keywords:- Defect Detection; Micro-cracks; Photovoltaics; 

Smart Manufacturing; Quality Inspection. 

 

I. INTRODUCTION 

 

Computer vision has started to penetrate many industries 

including healthcare [1,2], pallet racking [3], renewable 

energy [4,5,6] and defect detection [7,8] in general. Pill 

inspection is a very important process carried out in pharma 

industries. Detecting pill defects involves old traditional 

methods which have several disadvantages such as manual 

labor is used which is time consuming and costs a lot due to 

the workforce required. The use of manual labor involves 

error in detecting the defects. [9] 
 

Adverse drug events (ADEs), which are harms brought 

on by medication action linked to a drug, can result from 

mistakes in the prescription or administration of a drug pill 

[10]. Correct pill identification can enhance patient care and 

poison control center operations. The U.S. Institute of 

Medicine claims that medication error is the most avoidable 

medical error in recent studies [11]. 

 

In this paper, we propose an automated pill inspection 

system using machine learning. We have implemented YOLO 
v5 on the original dataset and augmented dataset. Finally, 

after achieving the results, we have compared all the 

mAP_0.5 precision and analyzed the performance. The results 
are evidence of how machine learning can benefit the pill 

manufacturers with less cost, less labor and error free results. 

Continuous loading and unloading, environmental conditions, 

and friction can gradually weaken the rack’s structural 

integrity, leading to rust, corrosion, or deterioration. 

Additionally, external forces like earthquakes, extreme 

weather conditions, or impacts from heavy objects can 

threaten the integrity of pallet racking systems [1], 

compromising their structural integrity and posing significant 

risks to personnel and stored goods. Detecting and addressing 

damaged pallet racking in a timely manner is essential to 

prevent accidents, minimize product loss, and ensure the 
smooth operation of warehouse logistics. 

 

II. LITERATURE REVIEW 

 

The existing literature on pill inspection with Yolo V5 

indicates a scarcity of proactive research in this area; there are 

only a few publications on pill inspection. As a result, we 

have expanded our literature review to inspect damaged pills. 

 

Cheng [12] proposed a lightweight deep convolutional 

neural network machine learning model which contained a 
YOLO machine algorithm to detect faults in pharmaceuticals. 

The main objective of the research is quality inspection. To 

address the case of uniformly colored drug attachment in drug 

images, a color drug image segmentation algorithm 

combining the HSV model and color distance is adopted. The 

author claims that the accuracy results were 86 percent and 

outweighed the results obtained from traditional manual 

rechecking. 

 

Mac [13] et al. proposed deep learning algorithms and 

computer vision-based processing that detects any crack or 

contamination. The writer highlighted that pill inspection 
requires more labor force, time consuming and gives non 

accurate results. The model uses features learned by 

Convolutional Neural Network and Adam optimization. The 

author claims that the model achieves an accuracy of 95 

percent which is quite impressive. 

 

Cai [14] et al. suggested a machine vision system for 

inspecting the quality of a dropping pill. The author 

highlighted that machine vision is not a destructive 

technology, is cost friendly and gives a higher accuracy. The 

inspecting quality contained non-spherical, abnormal sizes 
and colors to evaluate the quality of XDPs images quickly and 

accurately. The author gathered 270 mages with different 
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types of detects and the process was done. Three defective 

categories were created based on color and shape. The author 

claims that the Random Forest achieved a great accuracy of 

98.52%, 100.00% and 100.00%. The author assures us that 

this has a lot of potential to identify defects in dropping pills. 

 

Kim [15] et al. proposed a deep learning algorithm that 

can help in detecting pills with limited training data. The 
authors used an effective database for the multiplication of 

pills. The author has used data augmentation to give more 

accurate results. The author also carried out 500 epochs with 

gave a 78.3% accuracy rapidly. The author claims that the 

model will help in avoiding human error and will not be time 

consuming as they are the main concern in pill inspection. 

 

Mac [16] proposed an improved Convolutional Neural 

Network for automatic pill inspection in manufacturing. The 

author implemented Gauss filtering in the first step, Hog 

feature extraction in the second step. Lastly, an improved 

Yolo v3 model was used for online detection of the pill 
defects. The author claims that the training and validation loss 

has nearly reduced to 0% which is very impressive. The 

author believes that this proposal can be very effective. 

 

Lee [17] et al proposed a model to detect pills with 

limited training data. The authors used various pills of 

different shapes and colors to achieve the targets. 3D 

augmentation technique was also implemented to avoid 

overfitting due to the limited data.  2D rotation and 3D 

augmentation were used with 20 and 40 types of pills. The 

author claims that the accuracy of the with 20 types of pills 
was 99.1% and with 40 types of pills was 94.0% which is 

impressive. 

 

Chen [18] et al. proposed an automatic pill inspection 

system using imprint information. It is mostly based on the 

pill's imprint feature, which is retrieved by the suggested 

MSWT (modified stroke width transform) and characterized 

by WSC (weighted shape context). The Authors claim that 

their method can give an accuracy to 92.03% when trying to 

classify more than 10,000 pill images in 2000 categories. 

 

Lima [19] et al. proposed an automatic classification 
system for pill images based on their shape and color. The 

authors highlighted that pill recognition can reduce the misuse 

of medication. The authors used image processing techniques 

by supporting vector machines and Multilayer Perceptron 

classifiers. The experiment was conducted on data provided 

by the National Library of medicine. The authors claim that 

the accuracy was above 99.3%. The result is evidence of the 

efficiency of the model. 

 

Patel [20] proposed various methods to inspect 

Pharmaceutical Tablets in diverse environments. The proposal 
contains deep learning and machine learning methods and 

presents a comparison between them. The author’s model 

showed promising results such as Global Convolution 

Network giving a 96% percent. The author believes that this 

can be implemented in the production and packaging industry. 

 

Qasim [21] et al. proposed an automated system using 

Artificial Neural Network algorithm to replace manual tablet 

sorting. The authors highlighted that several flaws in tablets 

pose a concern in the pharmaceutical industry. Inadequate 

fines-to-granules ratio, insufficient moisture content, and bad 

machine settings are some of the causes of visual defects such 

as flaws in tablet pill covers. The authors claim that the 

accuracy obtained is 94.4% and the program was done using 
MATLAB Package. 

 

Tan [22] et al. proposal consisted of three object 

detection models. The first model was using Retina Net which 

had Mean Average Precision of 82.89%. The second model, 

which uses Single Shot Multi-Box Detector (SSD) did not 

show promising results. The third model was Yolo v3. The 

Mean Average Precision obtained was 80.69%. However, 

Yolo v3 had a greater detection speed compared with the 

other two models and it also worked well on hard samples, but 

the mean average precision was greater in Retina Net. The 

author suggested that implementing Yolo v3 model can be 
more suitable for deployment in hospital equipment. Chen 

[23] also proposed the same method above. The authors claim 

that Mean Average Precision of the Retina Net is 87.69%. The 

SSD did not get a good Mean Average Precision. However, 

the Yolo v3 model had a Mean Average Precision of 

80.17%.  Both proposals encouraged the use of yolo v3 due to 

its detection speed and detection of hard samples. 

 

Xing [24] et al. proposed a smart capsule defection 

system using neural network. The authors identified that 

manual sampling has low efficiency, less reliability and high 
cost.  The authors claim that the model is also faster after 150 

iterations and the accuracy obtained is above 92.5%. The 

model can also give accurate results even if the location, size, 

or any other factor is changed. The authors believe that it can 

provide technical support for the non-destructive testing of 

tablets. 

 

Zhu [25] et al. proposed implementing capsule neural 

network for pill defect recognition. The authors investigated 

the effects of dynamic routing iteration and different 

compression functions on small data sets. The model shows 

that both factors can affect the result. The authors claim that 
implementing capsule neural network can give more than 90 

percent accuracy and the accuracy will improve after each 

iteration. 

 

Sun [26] et al. proposes a method to detect tablet defects 

using yolo v3. The author used industrial cameras to collect 

the defect images in a dataset and used Darknet-53 to extract 

features. Secondly, used FPN feature and finally used yolo-

head to obtain prediction results. The author claims that MAP 

(Mean Average Precision) obtained is 92.97% which is 

impressive. The author is quite convinced that this model is 
very feasible to use. 

 

Galata [27] et al. presented a model in which images 

were captured from a digital camera. Deep learning is used to 

identify the coating defects and the coating thickness of the 

tablets. Yolo v5 was used to detect. There were 5 defective 

classes. The authors claim the accuracy to be 98.2%. The 
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authors believe that this technique can look after the screening 

of the tablets and improve quality control. 

 

Tsai [28] et al. proposed an automatic drug pills 

detection system. There are two stages of this method. First is 

detection and the second is classification. The authors have 

used a deep convolutional neural network to extract features 

in detection phase. In the classification phase, the pills 
position output used the pills localization stage. The 

experiment consists of 400 pills images and 2825 annotations. 

The author claims that the highest accuracy obtained is 91.8 

%. 

 

Han [29] et al. proposed a quality inspection of cherries 

with the help of Yolo v5. The authors have stated that the 

manual quality inspection is very time consuming. The 

authors have emphasized using Yolo v5 as it has higher 

accuracy, fast speed, and small size. The cherries were 

extracted by flooding filling algorithm. The authors claim that 

the accuracy after 20 epochs was 99.6%. This shows that Yolo 
v5 is very effective with small model training also. 

 

Fujii [30] proposed an automatic inspection of drugs 

based on computer vision. The authors captured both sides of 

the medicines and conducted the experiment with 100 naked 

tablets. The tablets consisted of engraved tablets too. Drug 

inspection through computer vision is very beneficial as 

compared to manual as it saves time and money. The author 

claims to get a 100 percent recognition rate which is 

impressive. 

 
Summarizing the literature, we get to know that there is 

a dearth of research that focuses on pill inspection with Yolo 

v5. However, we can see that a lot of research is being done to 

solve the pill inspection issue. The main purpose of every 

research was to save time, save money and get accurate 

results. Pills are used daily in humans’ life, so it is important 

to discover ways to maintain their quality. Secondly, 

Reference [16] is the only article which has used yolo v5 for 

drug inspection. Furthermore, there is a lack of representative 

data scaling and variance introduction—a fundamental 

mechanism for countering data scarcity—as is the case for 

pills inspection, where no open-source data are available. 
 

III. METHODOLOGY 

 

 Data Procurement 

As much research has been carried out on pill 

inspections, there were ample data sets available online. The 

dataset utilized for this research consisted of 548 images in its 

original form. All images were annotated, to provide ground-

truth bounding boxes which are a critical component of object 

detection and a key divergence point from image 

classification, which does not require object level annotations. 
 

 Data Augmentations 

Data Augmentation is a process of improving the quality 

of data during the training of the model. Data Augmentation 

was utilized for increasing the size and variance within the 

dataset, to provide a more generalized model with respect to 

the application. Data Augmentation has many benefits such as 

it prevents data scarcity, resolves class imbalance in 

classification and increases generalization ability for the 

models. However, effective generalization can only be 

achieved by applying representative augmentations for the 

given domain. Hence, the applied augmentations were aimed 

at modelling the production floor environment to accentuate 

key features within the dataset. 

 

 Vertical-Sample Component Modelling 

Manufacturing Industries can have production lines set 

up in different orientations, depending on the location, 

regulations, and other internal configuration requirements. 

Not factoring this variance into the model training process via 

modelled sample generation may lead to false generalization 

and an ineffective model post deployment. Due to the 

potential for the abovementioned manufacturing methods to 

result in variable orientations of the obtained PV cell surface 

pictures, vertical-sample component was applied to the 

original dataset, via (1) produce representative samples, as 

illustrated in Figure 1. 
 

𝑓(𝑥, 𝑦) = 𝑖𝑚𝑔(𝐻 − 𝑥 − 1, 𝑦)                                               (1) 

 

Where img is the original image, (x, y) are the pixel 

coordinates in the original image, and H is the height of the 

image. 

 

 
Fig 1 Vertical Augmentation (A) before (B) After 

 

 Horizontal-Sample Component Modeling  

Additional to the above logic for vertical augmentation 

generation, the variance from the production floor could also 

be due to the flexible external device placement angles, i.e., 
the captured imges would differ in their content similarity 

based on the orientation of the capturing hardware. 

Horizontal-sample generation was used to address this 

variance. For instance, using the “Horizontal” approach on a 

typical cell image with a roughly uniform surface would 

replicate the input image because of the symmetrical 

arrangement of the pills, as expressed in (2). 

 

𝑥′ = 𝑊 − 𝑥                                                                            (2) 

 

Where x’ = Flipped Horizontal Coordinate. W = Width 
of the image. X = original horizontal Coordinate. 
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Fig 2 Horizontal Augmentation (A) before (B) After 

 

 Rotation Augmentation 

The use of Rotation can be seen in Figure 3. Rotation is 

one of the most useful types of augmentation as it changes the 

angle at which it can be seen. The purpose of using this 

augmentation is due to the ground realties i.e., based on the 

manufacturing facility, production line configuration, the 
captured samples may be skewed in either direction to varying 

degrees. This was modelled via (3), with Figure 3 showing a 

15 degrees sample. 

 

 
 

Where img is the original image, (x, y) are the pixel 
coordinates in the original image, (xc, yc) is the rotation 

center, and R and C are the sine and cosine of the rotation 

angle theta, respectively. 

 

 
Fig 3 Rotation Augmentation (A) before (B) After -15 (C) 

After +15 

 

 Brightness Augmentation 

The use of Brightness can be seen in Figure 4, based on 

a 10% dark/bright component, as expressed in (4). This was 

applied to manifest varying LUX intensities with 

manufacturing facilities. Not catering for this type of variance 

can have a detrimental impact on the models generalization 

capacity and effectiveness post deployment, in conditions 
were the LUX intensity distribution is too low or too high, 

compared to the training dataset. 

 

𝑓(𝑥, 𝑦) = 𝑖𝑚𝑔(𝑥, 𝑦) + 𝑘                                                     (4) 

 

Where img is the original image, (x, y) are the pixel 

coordinates in the original image, and k is a scalar value 

added to each pixel value in the image. 

 

 
Fig 4 Brightness Augmentation (A) before (B) After -55 (C) 

After +55 

 

 YOLO-v5 Architecture. 

Yolo-v5 was selected as the proposed single stage 

detector, due to its lightweight footprint making it deployable 

onto constrained edge devices and real-time inference 

capacity. It has four versions which are small, medium, large, 

and extra-large. The variants are characterized based on their 

accuracy and computational complexity with respect to the 

number of parameters, i.e., Yolo-v5x is the largest variant 
with the highest accuracy but also computational more 

demanding compared to Yolo-v5s. 

 

The proposed architecture compromised of 3 distinctive 

layers with respect to functionality. The first was Backbone, 

utilized for feature extraction purposes based on the input i.e., 

training dataset. The second layer was the neck which makes 

a combination of image features at various scales, aspect 

ratios before feeding into the subsequent layer. The ultimate 

component was the ‘head’ layer providing the prediction 

functionality based on the data received from the preceding 

layers. The architecture is presented in Figure 5. 
 

IV. RESULTS 

 

The implementation and design of the architecture was 

done on Google Collaboratory. The reason for using Google 

collab was because of its accelerated compute environment 

which includes GPU and TPU. GPU was used in the training 

process as the model required a high level of precision. Four 

experiments were conducted, aimed at manifesting the 

effectiveness of the modelled augmentations, starting with the 

original dataset.  
 

 
Fig 5 Proposed YOLO v5 Architecture Pipeline for Pill 

Inspection 
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 Original Dataset 

The first experiment was conducted with the original 

number of images. The number of images was 548. As per the 

training performance presented in Figure 6, it is evident, that 

the model was not able to generalize on the dataset in the 

given number of epochs i.e., reaching around 52% MAP at 30 

epochs. It may be argued that further increasing the epochs 

may improve accuracy, however, this would also require 
further computational cost i.e., GPU usage. 

 

 
Fig 6 Performance of Original Dataset Modelling mAP @ 0.5 

 

 Data Augmentation with Horizontal and Vertical 

Augmentation 

The second iteration involved utilizing representative 

augmentations, in an orderly fashion as demonstrated in the 

methodology section, starting with the deployment of 

horizontal and vertical manifestations. The obtained results 

were notably superior compared to the first experiment i.e., 

original dataset. The training performance graph reveals a 
significant improvement, as the mean Average Precision 

(mAP) at a threshold of 0.5 approached 80% compared to 

52% for the original dataset in the same number of epochs. 

Despite these encouraging outcomes, the aim was to achieve 

an enhanced performance within a smaller number of epochs, 

which led to further augmentation exploration. 

 

 
Fig 7 Performance of H-V (H-V Stands for Horizontal and 

Vertical) Modelling mAP @ 0.5 

 Data Augmentation with Horizontal, Vertical and 

Brightness Augmentation 

The third experiment involved amalgamation of the 

previous augmentations i.. e, horizontal, vertical with 

brightness adjustments, based on a brightness range of +/-10 

percent. This was aimed at modelling the varying LUX 

intensities within different manufacturing facilities. The 

increased number of images provided a better training 
opportunity for the model. As anticipated, after approximately 

30 epochs, the model achieved a mAP at a threshold of 0.5 

that was close to optimal (100%), indicating significant 

improvement compared to previous experiments. While this 

experiment yielded better results, the last iteration was 

focused on determining whether convergence could be 

reached in a lesser number of epochs. 

 

 
Fig 8 Performance of Brightness Modelling mAP @ 0.5 

 

 Data Augmentation with Horizontal, Vertical, Rotation 

Brightness Augmentation. 

The fourth experiment involved augmentations such as 

horizontal, vertical, brightness adjustments of +-10 degrees, in 

addition to modelling hardware induced variance via 

rotational adjustments of +/-15 degrees. As evident from 

Figure 9, this had profound impact on the convergence speed 

with the model reaching close to optimal performance by the 
20th epoch. This demonstrated the efficacy of the proposed 

augmentations in not only improving accuracy but also 

reducing convergence time. The latter being an important 

metric for manufacturing facilities as it involves the use of 

GPUs for the training process, hence longer training time 

implies higher computational costs. 

 

 
Fig 9 Performance of Rotation Modelling mAP @ 0.5 
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V. DISCUSSION 

 

The aim of the research was to present an augmentation 

pipeline that was representative of the ground realities in the 

pill manufacturing industry. The efficacy of the proposed 

augmentations was validated via the training of the single 

stage Yolov5 detector. Yolov5 was selected due to its 

complementary nature with respect to the production floor 
realities i.e., it provided a lightweight architecture that could 

be deployed onto constrained edge devices for real-time 

inferencing. 

 

As evident from Figure 10, our iterative approach 

demonstrated the effectiveness of the proposed augmentations 

in accurately modelling the variance found within 

manufacturing facilities from varying LUX intensities to 

hardware induced modifications. Also, to further simulate the 

production floor realties, Colab was used as the training 

platform with limited access to GPUs. This was representative 

of manufacturing facilities that may not have access to large 
on-site GPUs and hence would require retraining of models 

on-site with limited computational resources. Comparing the 

drastic improvement in performance, it can be seen that the 

original dataset achieved 52% mAP with the globally defined 

epochs which the final iteration i.e., amalgamation of 

proposed augmentations was able to achieve almost optimal 

performance in just 20 epochs, saving on training resources in 

addition to high accuracy. 

 

VI. CONCLUSION 

 
In conclusion, pill inspection utilizing the YOLOv5 deep 

learning model yielded encouraging results in accurately 

recognizing and classifying tablets. When compared to other 

deep learning models, the usage of YOLOv5 has enabled 

faster and more efficient picture processing while maintaining 

excellent accuracy rates. With increased concern about 

medicine quality and safety, the use of YOLOv5 in pill 

inspection can assist verify the authenticity and integrity of 

pharmaceutical products. However, additional research and 

development are required to improve the model's 

effectiveness in recognizing and categorizing pills of varying 

forms, sizes, and colors, as well as to address possible 
problems such as image distortion and lighting conditions. 

Overall, YOLOv5 has shown to be a beneficial instrument for 

pill inspection and quality control in the pharmaceutical 

industry. 

 

The proposed approach can also be utilized in other edge 

constrained domains such as quality inspection in renewable 

energy [31], security [32,33] and the food industry [34]. 
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