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Abstract:- In recent years, the utilization of deep 

learning techniques for image classification has made 

significant strides in the field of agriculture. One of the 

key areas of interest in agriculture is the early detection 

and classification of diseases in crops, as this can have an 

insightful impact on crop revenue and quality. This 

research has investigated the influence of parallel 

computing on the performance of a deep learning-based 

classification model for diagnosing bean diseases. 

Specifically, we have explored the use of parallel 

computing frameworks to accelerate model training and 

inference, thereby enhancing the efficiency and 

effectiveness of disease classification. Our findings 

demonstrated the potential for parallel computing to 

accelerate model training. When training a bean disease 

classification model, we achieved an accuracy of 0.93 

using parallel computing, compared to 0.83 with serial 

computing. Moreover, parallel computing significantly 

reduced training time, taking only 3 minutes compared 

to 51 minutes with serial computing. 

 

I. INTRODUCTION 

 

Parallel computing has emerged as a transformative 

technology in various domains, revolutionizing the 
efficiency and scalability of computational tasks (Wu, 

2021). In the realm of agriculture, early and accurate disease 

detection in crops is crucial for maximizing yield and 

minimizing losses. Deep learning particularly convolutional 

neural networks (CNNs), has developed as a powerful tool 

for building disease classification models. However, these 

models often require significant computational resources, 

especially when dealing with large datasets of images. 

 

This paper explores the profound influence of parallel 

computing on the development of deep learning models for 
beans disease classification. By harnessing the 

computational power of parallel architectures, such as 

Graphics Processing Units (GPUs) and distributed 

computing frameworks, where we overcome the 

computational bottlenecks inherent in training deep neural 

networks on large-scale datasets (Geng, 2020).  

 

 

 

 

 

II. METHODOLOGY 

 
A. Data Collection Methods and Instruments/ Tools  

Data collection in deep learning for image 

classification is a critical step that significantly impacts the 

performance of the model. Based on that while conducting 

Data collection for this research, we have chosen to use a 

dataset provided by AI-Lab Makerere, because the leaf 

images had high resolution and were annotated, 

standardized size, format, and color balance, which 

enhanced the quality and consistency of the dataset. 

Additionally, these leaf images are totally similar with the 

local bean leaf here in Rwanda (AI-Lab-Makerere, 2020). 

 
 Jupyter Notebook 

During this research, we have used Jupyter Notebook 

as an interactive computing environment that is specifically 

designed for developing, training, and evaluating deep 

learning models. It is integrated with popular deep learning 

frameworks called TensorFlow and many libraries installed 

(Brian, 2014). 

 

 Python Language 

Python language serves as a powerful and flexible tool 

for implementing algorithms and building models. It enables 
developers to easily express complex mathematical 

computations and build intricate neural networks, its 

simplicity, readability, and robust ecosystem (python, 2024). 

 

 Parallel Computing 

Parallel computing offers a compelling solution to 

address the computational challenges associated with deep 

learning for beans disease classification. (Hegde Vishakh; 

Sheema Usmani, 2017) investigated the use of parallel 

computing frameworks like TensorFlow or PyTorch to 

distribute the training workload across multiple GPUs, 
achieving significant speedups (Wang, 2019). SLURM as a 

job scheduler was used to efficiently distribute and manage 

the computational workload across multiple nodes of a 

cluster (Slurm & Deep Learning, n.d.). 

 

 Ray Core 

Ray Core is the heart of Ray, an open-source 

framework for parallel and distributed Python applications. 

It offers a small set of powerful primitives that enable you to 

easily leverage the processing power of multiple cores or 

even a cluster of machines (Team, 2024). 

 

https://doi.org/10.38124/ijisrt/IJISRT24JUL1251
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B. Data Analysis  

To enhance deep learning model performance in 

distinguishing between healthy and diseased bean plants, 

robust datasets comprising images of both conditions are 

essential. Implementing data preprocessing techniques, 

including image resizing, normalization, and augmentation, 

is crucial to refine the data quality and augment model 

accuracy. Furthermore, leveraging parallel computing 
facilitates swift and efficient execution of tasks like parallel 

image resizing and data augmentation across multiple 

processors, thereby expediting the preprocessing phase and 

overall model development process (Elhoucine Elfatimi, 

2023). 

 

 Model Evaluation 

Model evaluation is a very crucial part of building an 

effective deep learning model since it gives an explanation 

on the model performance. To evaluate a model, evaluation 

metrics are employed to discriminate among the model 

results. This research adopted 3 model evaluation metrics 
that are classification accuracy, confusion matrix, and 

classification report (OCHIENG, 2022).  

 

C. Research Design 

For this study, due to stratified sampling is a technique 

in which the population is divided into smaller, more 

homogeneous subgroups called strata. Furthermore, it 

ensures that the sample is representative of the entire 

population, and it is especially important when the 

population is not homogeneous. It is in this regard that we 

used this research method to collect the target population 
which corresponds to the research questions we intended to 

address. Therefore, we developed a model to be used by 

farmers and others to detect diseases in bean plants in real-

time. 

 

The following block diagram shows how parallel 

computing empowered by Ray Core and SLURM speeds up 

the development of a deep learning model for classifying 

bean diseases. Data is collected and prepared, then 

augmented to create a richer dataset. Ray Core and GPUs 

are used for parallel computing to train the model more 

efficiently. Once trained, the model is tested, evaluated, and 
potentially compressed (quantization) for deployment on 

smartphones. 

 

 
Fig 1 Parallel Computing Block Diagram 

 

III. CONCEPTUAL FRAMEWORK 
 

The conceptual framework illustrates independent and 

dependent variables to take into consideration while 

studying the influence of parallel computing on bean disease 

classification model building using deep learning. The 

parallel computing techniques were implemented to speed 

up computations, where many calculations are carried out 

simultaneously by taking advantage of modern multi-core 

processors and distributed computing environments, 

enabling efficient handling of complex and large-scale 

computational tasks. As a result, we obtained the best model 
to be deployed in real-world applications for agricultural 

contexts. 

 

https://doi.org/10.38124/ijisrt/IJISRT24JUL1251
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Fig 2 Conceptual Framework 

 

IV. DATA PRESENTATION, ANALYSIS AND 

INTERPRETATION OF FINDINGS 

 
A. Introduction of the Contents of the Chapter 

This chapter presents the findings from the study on 

the influence of parallel computing on building deep 

learning models for the classification of bean diseases. It 

includes a detailed analysis of the data and the results 

obtained from various experiments. The objective was to 

provide a comprehensive demonstration of how parallel 

computing influences the efficiency and accuracy of deep 

learning models in this specific context. 

 

B. Parallel vs Serial Computing 

Parallel computing leverages multiple processors to 

perform computations simultaneously, significantly 

reducing training times for models. We have compared the 

performance of parallel and serial computing approaches in 
the context of training deep learning models for the 

classification of bean diseases, then the following findings 

were observed. 

 

 
Fig 3 Model Training with Parallel Processing 

https://doi.org/10.38124/ijisrt/IJISRT24JUL1251
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In contrast, Serial Computing executes one instruction 

at a time in a sequential manner. The process data were in a 

step-by-step fashion and the performance was generally 

slow due to the sequential of tasks. The speed was limited 

by a single core and could not exploit modern multi-core 

architectures effectively. It was taking a long training time 

for large datasets and complex models because serial 

computing was limited to the capabilities of a single core. 
 

C. Analysis of Findings 

 

 Training Time Findings 

To evaluate the impact of parallel computing on 

training time, we trained the same deep learning model 

using both serial and parallel computing approaches. The 

training times were recorded and compared as follows: 

 

 With Parallel Computing Training Time: 201.33 (s)  3 

mins 

 With Serial Computing Training Time: 3049.52 (s)  

51mins 
 

We observed that, when employing parallel computing, 

the training time of the deep learning model was taking 

approximately 3 minutes. This efficiency was achieved by 

distributing computations across multiple processors, 

allowing simultaneous processing of data and tasks. In 

contrast, serial computing, which processes tasks 

sequentially, took extremely longtime around 51 minutes to 

complete the same training. This stark difference highlights 
the advantage of parallel computing in handling the 

intensive computations typical in deep learning tasks, 

thereby accelerating the training process and improving 

overall efficiency. 

 

 Model Performance Findings 

Our model was trained using parallel computing 

approach and achieved higher accuracy due to the ability to 

process larger datasets and reduce the risk of overfitting by 

mitigating the use of larger datasets and regularization 

techniques as shown on below figures. 

 

 Accuracy 

 
Fig 4 Accuracy Obtained on Parallel vs Serial Computing 

 
Using parallel computing, the deep learning model 

achieved an accuracy of approximately 0.93. This is due to 

the ability to process larger batches of data simultaneously 

and utilize more complex architectures efficiently. In 

contrast, with serial computing, the model reached an 

accuracy of around 0.83, likely due to limitations in 

processing power and the inability to handle larger datasets 

effectively. This demonstrates the significant benefits of 
parallel computing in both speed and accuracy for deep 

learning tasks. 

 

 Model in Real-World Application Findings 

Deploying the model on mobile devices allows farmers 

and agricultural workers to use their smartphones to quickly 

and accurately diagnose bean diseases in the field. This has 

led to timely interventions and better crop management 

practices in bean disease detection. 
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Fig 5 Model deployment on Android Smartphones in Real-World Application 

 

As a result, the farmers will diagnose bean diseases 

directly in the field by capturing images with their 

smartphones. This eliminates the need for sending samples 

to labs for analysis, saving valuable time, etc. Moreover, 
early detection is crucial for containing outbreaks and 

preventing significant yield loss. 

 

V. CONCLUSION 

 

This study conclusively showed that parallel 

computing demonstrably accelerated the development and 

deployment of a deep-learning model for bean disease 

classification. Leveraging parallel computing yielded a 

significant improvement in model accuracy, achieving a 

classification accuracy of 0.93 compared to 0.83 obtained 
with serial computing. Furthermore, parallel computing 

drastically reduced training time, taking only 3 minutes 

compared to 51 minutes with serial processing. This 

enhanced efficiency facilitates faster model iterations, 

exploration of a broader range of hyperparameters, and 

ultimately, the development of more robust and accurate 

models. Additionally, the ability to deploy these models on 

mobile devices paves the way for real-time disease 

diagnosis in agricultural fields, empowering farmers and 

agricultural workers. 

 

RECOMMENDATIONS 

 

Based on the study findings, the following 

recommendations are made: First, we encourage individuals 
to create their own high-performance computing clusters 

using Raspberry Pi nodes, which offers a cost-effective 

solution for setting up HPC clusters and utilizing parallel 

computing for model training and heavy computational 

tasks. Second, researchers and practitioners should adopt 

parallel computing frameworks to accelerate the training 

process and enhance model performance. Third, leveraging 

transfer learning with pre-trained models can significantly 

reduce training time and improve accuracy, particularly 

when dealing with limited datasets. Fourth, implementing 

comprehensive data augmentation techniques consistently 
can enhance model robustness and generalization 

capabilities. Finally, optimizing models for mobile 

deployment is crucial, as it enables real-time, on-the-field 

diagnostics, greatly benefiting agricultural practices by 

providing valuable tools for farmers and agricultural 

workers. 
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