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Abstract:- Machine Learning business is regular in the 

insurance market to enhance the efficiency and 

predictive skills of the insurance industry linear 

regression as an initial and effective ml method is 

adopted in this work predicting automobile insurance 

claim is undertaken using these large datasets which 

provides the detailed driver characteristics vehicle 

characteristics and historical claim insights becomes 

possible to apply linear regression analyses to indicate 

and predict the likelihood and frequency of upcoming 

claims to insurers One of the primary motivations for 

linear regression is a very easy tool has it is pretty simple 

to use, easy to interpret and at the same time easy to 

scale it can benefit in managing and resolve the premium 

pricing and improvement of risk assessment along with 

the enhancement of the financial stability while applying 

linear regression the study explains how it can be utilized 

in auto insurance claims prediction the potential idea of 

using better ml models for more investigation and its 

pros and cons this model is mainly assessed in line with 

its predictive accuracy utilizing metrics reminiscent of 

mse and r-squared (R²). 
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I. INTRODUCTION 

 

Many companies are already in the state of losing a 

significant share of their earnings due to the increase in 

technical methods in ml and data analytics where insurance 

forms half of the worst-hit industries all among emerging 

behavior noticeable in the insurance domain is the growing 

application of ML method utilizes for strengthening the risk 

evaluation methodologies fraud analysis and estimations of 
the future claims concerning automobile insurance thus 

accuracy is essential for the insurance companies to predict 

auto insurance claims properly to ensure a sustainable 

financial position increase premium receivables and enhance 

customers satisfaction insurance claim prediction has 

generally been done mainly by using actuarial means and 

analytical techniques that are most of the time it was very 

hard to explain the extensive amount of data sets generated 

in the society however with the rise of ml entries and patterns 

that were previously unreachable can now can be utilized as 

an avenue through which some mining of big data can occur 
linear regressor is also a supervised ML techniques which is 

typical for predicting auto insurance claims a group of 

learning is called linear regression in which we learn a 

model which predicts a tar-get variable often referred to as 

the dependent variable on the basis of values of one or more 

input variables or the independent variables age of the driver 

type of car historical driving record etc. in this case the 

target variable would be the insurance claim amount the 

influence of these factors on the size and incidence of 

insurance claims are complete and also measurable with the 

help of linear regression which seeks to find the closest 

linear relationship of the data points. 

 

II. LITERATURE SURVEY 

 
N. Patel and M. Trivedi in [1] has developed a 

complete ML framework for predicting automobile 

insurance claims comparing various algorithms including 

linear regression decision trees and random forest. J. Liu et. 

al. in [2] has evaluated the usefulness of the amount of 

classifiers which includes decision trees, RF and SVM using 

a dataset. Findings showed that gradient boosting 

outperformed logistic regression which was the example 

with accuracy of 85%. Work in [3] by Q. Zhang et. al. 

included a detailed evaluation of several group strategies 

results organizing which included many core learners 
produced the greatest accuracy of 92% of the methods tested 

this work demonstrated the durability of methods based on 

ensemble learning in handling parts of inputs and enhancing 

prediction accuracy. Work by M. Patel et. al. in [4] has used 

AI, big data analysis methods including neural networks and 

k-nearest neighbour. The overall results of neural networks 

provided improved results with 87% accuracy. Work by L. 

Chen et. al. in [5] looked at how well xgboost and logistic 

regression strategies worked to forecast the incidence of 

accident claims with limited data training found that the 

suitable model for this is logistic regression due to its great 

predictive performance and interpretability. Overview of R. 
Agarwal, S. Gupta, and P. Verma in [6] has provided mixed 

approach models by integrating logistic regression with 

boosting techniques like adaboost and catboost techniques. 

Results the mixed model which shows how combined 

approaches may increase to forecast the accuracy and the 

combined approaches catboost and logistic regression 

techniques had an accuracy of 90%. Work by A 

Malekipirbazari et al. in [7] aimed to model and predict risks 

of motor insurance claims using Bayesian net-works. This 

yielded an 83% accuracy rate. S Atasoy and B Y Gokgoz 

in [8] produced techniques on an automobile insurance 
claim dataset comprising decision trees, random forests as 

well as neural networks with an aim of identifying most 

efficient algorithm approach among them all. Random 
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forest model achieved 94%. Authors in [9] lee kwon and 

choi sy proposed deep learning models to forecast insurance 

claims by integrating vehicle telematics data including GPS 

data along with driver actions the authors of the study 

employed recurrent neural networks RNN to detect temporal 

regularities from the information RNN models had an 

accuracy rate of 88%. The observation conducted by E. 

Albrecher et. al. in [10] discussed how extreme gradient 
boosting xgboost Could be utilized to forecast insurance 

claims more effectively. Using this approach, it was found 

that RF model achieved 94% accuracy while NN model had 

82% percent which made it. A Survey by F. Silva et. al. in 

[11] implemented random forests, and SVM as ML 

algorithms to identify the fraudulent vehicle insurance 

claims. SVM model accuracy was 83%, while random forest 

was at 86%. G. Zhang et. al. in [12] investigated ensemble 

learning methods, such as stacking, boosting and bagging 

for predicting vehicle insurance claims. The stacking 

ensemble model was the most accurate, achieving 91% 

accuracy, which is nearly 3% higher than boosting 
techniques. Contribution by H. N. Nguyen et. al. in [13] 

proposed LSTM and CNN grids to predict auto insurance 

claims with chronological data. Mixing of CNN-LSTM 

model has a proof to encode the full Geographical and 

chronological patterns in this information with accuracy 

90%. Work by I. W. Tsai et. al. in [14] introduced using 

different ML techniques such as ensemble methods, logistic 

regression and decision trees. The results confirmed the 

importance of ensemble learning for improving forecast 

quality 83%. Authors like T. Choudhury, A. Roy et. al. in 

[15] proposed usage of deep learning models, CNN and 
RNN, for predicting auto insurance claims with an accuracy 

of approximately 90%. 

 

III. METHODOLOGY 

 

 
Fig 1 Machine Learning Zodel 

 

The above Fig.1 illustrates ML Model is capable of 

recognizing patterns or making predictions on unseen 

datasets. ML is utilized in various fields for different 

purposes. Dataset is a collection of data for training and 
testing. Data pre-processing is used to clean the data for 

preparing a raw data into the format of ML algorithms. 

Train data will train the model using the given data as input. 

ML Algorithms are used to learn the patterns between input 

features and target variables. Test data will evaluate the 

performance and test the model using the provided data as 

output. Prediction result gives a trained ML Model when 

given a fresh input data. 

A. Linear Regression Model 

 

 
Fig 2 Linear Regression Model 

 

Fig.2 represents linear regression, it is a statistical tool 

used to predict the cause-and-effect relationship between 

dependent variables and independent variables. However, 

this method is utilized to attain the estimation of the line in 

that model. This relationship as closely as possible. It works 

based on outcomes which dictate whether predicted results 

are proportionate to the numerical values fed into the 

model. 

 

IV. PROPOSED MODEL 
 

 
Fig 3 Flow Chart of Proposed Model 
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A. Data Description 

Fig.3 shows the flow chart of proposed model. This 

work has accessed the data set from Kaggle site [16]. The 

model building is on training dataset to make it be a 

predictor of probabilities that claim has made or not. Table 1 

below, contains some selected variables from the sets of 

details that is utilized for analysis and predicting the 

automobile insurance claim. While designing a model to 
predict car insurance claims is done by employing ML 

Techniques (MLT) using customers data. 

 

Table 1 Description of the Dataset 

 
 

B. Data Preprocessing 

Cleanse the data information by handling missing 

values, outliers, and inconsistencies. 

 

C. Feature Engineering 

To handle the missing variables and the missing data 

analysis and it counts the Percentage of missing values. 

 

D. Trainig and Testing 

The information of data is divided into a train and test 
data in which the training is usually larger than test set. 

 

E. Predict Outcome 

In Fig.4 there is a distribution of Insurance Claims 

using Pie plot from the overall dataset with the interest of 

column chosen as target factor. Based on the density plot, 4-

5-year-old cars are the most common for claim. The pie 

graph indicates that most cars do not claim, whereas only a 

few do. These together mean while some car ages are more 

common and higher risk of claiming. 

 

 
Fig 4 Pie Chart 

 

In Fig.5 the distribution of Insurance claim using 
Univariate Analysis from complete dataset with the interest 

of column chosen as a target parameter. According to the 

univariate analysis, claimed percentage is more on old cars 

in recent 4-5 years. 

 

 
Fig 5 Univariate Analysis 

 

V. MODEL EVALUATION 

 

Model evaluation for linear regression has several 

metrics to measure the performance of the model. Here are 

the formulas. [17] 

 
A. Mean Squared Error 

MSE is the average of the squared errors. More 

sensitive to outliers than MAE. 

 

MSE=1/n ∑ (si − ti) 2 - (1) 

 

Where si = observed value ti= predicted value 
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To find the MSE, take the observed value, subtract the 

predicted value, and square that difference. Repeat that for 

all observations. Then, sum all of those squared values and 

divide by the number of observations. 

 

B. R-Squared (R2) 

R-squared is an essential statistical method in 

regression analysis that tells how well the independent 
variables explains the deviation in the dependent variable, 

the model illustrative power is measured by R2 which 

compares the squared differences between real and 

anticipated values to the total deviation in the real values. 

 

R2 = 1− ∑ (si−ti) 2 - (2) 

∑ (si−s~) 2 

 

Where, (si−ti)2 sum squared regression, it calculates 

how much the Real value deviates from the 

regression model’s predictions. Smaller values reveals 

that the model's predictions are close to the actual data 
points. (si− s~)2 total sum of squares It measures the 

total deviation in the dependent variable. It’s a 

baseline measure indicating how much the data points 

deviate from the mean value. 

 

VI. RESULTS 

 

Confusion matrix and accuracy is used to assess the 

results of the classifier and it is also known as the 

contingency table is a specific table structure that shows the 

performance of a model. 
 

Table 2 Confusion Matrix 

 
 

Table 2 shows, True positives (TP): happen when the 

model correctly predict that the particular data is going to be 

positive. True negatives (TN): happen when the model 

points to a negative value and in reality, this is the case. 

False positives (FP): appear when the model assigns a 

positive prediction when the actual data point should have 

been negative. False negatives (FN): happen in the case 

when the model produces a wrong forecast and the actual, 

True Y, is less than the predicted Y. 
 

 
Fig 6 Confusion Matrix of Linear Regression 

 

In Fig.6 Confusion matrix is generally linked with 

methods of classification when thresholding is implemented. 

Confusion matrix for dual classification can be produced 

from the forecasts of regression techniques offering 
data on the kind of classifications the model makes. 

 

 
Fig 7 Linear Plot Actual vs. Predicted Values 

 

Fig.7 shows the red line as actual values of dataset, and 

the blue dots explains predicted values Depending upon the 

given input by using the above dataset we can make more 

prediction by uploading live data. 
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VII. CONCLUSION 

 

The linear regression approach was designed for 

forecasting automotive claim insurance has a moderate level 

of accuracy. The model finds critical characteristics that 

influence claim amounts, such as vehicle age, driver age, 

and policy Deductible. Furthermore, applying techniques 

such as decision trees or random forests to investigate non-
linear correlations between characteristics and claim 

amounts may result in improved model performance. This 

work lays the groundwork for the creation of a more 

comprehensive claim prediction system, which will help to 

inform insurance pricing strategies, underwriting processes, 

and risk management activities. 
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