OctoVision: A Smart System for Diabetic Retinopathy Disease Detection
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Abstract:- Diabetic retinopathy (DR) is the major cause of vision impairment and blindness in diabetics. Early detection and treatments are critical in preventing irreparable retinal damage. Manual detection of diabetic retinopathy by an ophthalmologist takes a long time, and patients must suffer greatly during this time. This paper presents an automated approach for rapid DR detection using the DenseNet-121 architecture. Our model achieves an accuracy exceeding 80%, with a precision score of 81% and a recall score of 86%, indicating its high effectiveness in detecting DR. Additionally, we developed a server-based implementation where the trained model is deployed. Images captured by a camera are uploaded to a cloud server, which processes them and sends back a diagnostic response. This study contributes to continuing efforts to create efficient and reliable techniques for early DR identification, resulting in earlier management and better patient outcomes.
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I. INTRODUCTION

Diabetic Retinopathy (DR) is a significant consequence of diabetes mellitus that causes damage to the retinal blood vessels as a result of persistently high blood glucose levels. In severe circumstances, DR can result in considerable vision loss and perhaps complete blindness. Early signs of DR include black spots, floaters, blurred vision, and difficulties differentiating colours. Early and correct identification of DR is critical for avoiding irreparable blindness.

Globally, approximately one-third of the estimated 285 million individuals with diabetes exhibit symptoms of DR. The overall number of cases of DR is expected to increase from 126.6 million in 2010 to 191.0 million by 2030. In the early stage of diabetes, known as Non-Proliferative Diabetic Retinopathy (NPDR), little red spots (microaneurysms) form on the retina, which might indicative of hemorrhages. Blood vessel damage can produce exudates, which include fluid and fatty deposits, to flow into the retina.

As DR advances, abnormal blood vessel development (proliferative diabetic retinopathy) can occur, causing retinal scarring or bleeding and eventually leading to progressive vision loss and blindness. DR accounts for 2.6% of global blindness cases. Major risk factors for developing DR include the duration of diabetes, high levels of hemoglobin A1c, and hypertension. Regular screening is crucial for diabetic patients to ensure that DR is detected at an early stage. DR detection traditionally involves a physician’s examination of retinal imaging for the shape and appearance of different types of lesions. Available physical tests to detect diabetic retinopathy includes pupil dilation, visual acuity test, optical coherence tomography, etc. But they are time consuming and patients need to suffer a lot. This paper focuses on detection of diabetic retinopathy using deep learning techniques. Our trained model may be used to diagnose, process, and post camera photos in real-time on a cloud server, providing a useful and effective way to check for DR early on.

II. LITERATURE REVIEW

In the first study conducted in 2019 to classify diabetic retinopathy using the aptos dataset, which involved a rigorous investigation. Models such as inceptionv3, vgg16, and resnet50 were meticulously evaluated. The findings revealed that inceptionv3, with its exceptional accuracy of 96.18%, outperformed other models. Nevertheless, the study stressed the importance of conducting additional research to evaluate the model’s effectiveness across various demographic groups and external datasets to ensure its applicability in different contexts. Furthermore, improving interpretability by utilizing explainable AI techniques and mitigating the model’s vulnerability to misclassifications are vital for ensuring transparency in medical decision-making. To fully harness the potential of artificial intelligence in preventive and personalized medicine for
Identifying diabetic retinopathy, future research should focus on enhancing the model to align with real-world challenges.

In a study conducted in 2023 at the Sindh Institute of Ophthalmology Visual Sciences, researchers employed fundus images to detect diabetic retinopathy using a modified convolutional neural network (CNN). The real-time testing incorporated an image quality rating evaluated by clinical experts. This research highlighted the importance of having a large dataset with labeled examples and introduced the area under the receiver operating characteristic curve (AUC) as a comprehensive metric for evaluating performance. Using ultra-wide-field fundus pictures and deep learning, the 2021 project aimed to detect diabetic retinopathy early. In order to eliminate unwanted elements, the suggested approach automatically subdivided the ETDRS 7 Standard Fields (7SF). The ResNet-34 model, with the aid of optic disc and macula recognition for precise picture alignment, identified diabetic retinopathy using Ultra-Wide-Field (UWF) fundus images. For efficient diabetic retinopathy identification, the pre-trained ResNet-34 model showed strong performance in combining UWF fundus pictures with the ETDRS 7SF, even with a very small dataset.[2]

In 2020, machine learning made it easier to detect diabetic retinopathy by extracting yellow exudates from RGB photos through preprocessing. The abnormality segmentation process combined Random Forest, K-Nearest Neighbours, and Support Vector Machines into a hybrid classification technique. This approach improved the accuracy of identifying retinal abnormalities greatly, demonstrating its potential to advance ophthalmological diagnosis.[3]

The 2019 study investigated the identification and categorization of diabetic retinopathy using adaptive boosting and colour space conversion and vessel removal to improve the quality of retinal images by resolving problems with illumination and contrast. Promising F1 Score values, sensitivity, accuracy, and precision were displayed by the Adaptive Boosting Algorithm. With regard to diabetic retinopathy, the ANN approach—specifically, Architecture III—rose to prominence for its exceptional precision and accuracy.[4]

III. DATASET & METHODS

The dataset used in this research comes from Kaggle, a reliable website well-known for its wide range of competitions and dataset collections. This particular dataset consists of 3,380 images that have been assigned to training and 376 images that have been assigned to testing. The training dataset was further split into training and validation subsets, keeping an 80:20 ratio in each case, to ensure robust model evaluation. A variety of data augmentation methods were used on the photos to improve the dataset and strengthen the resilience of the model. These methods mitigated the effects of any unclear images and simulated real-world fluctuations through random flips, rotations, zooms, and brightness modifications.

In order to eliminate unwanted elements, the suggested approach automatically subdivided the ETDRS 7 Standard Fields (7SF). The ResNet-34 model, with the aid of optic disc and macula recognition for precise picture alignment, identified diabetic retinopathy using Ultra-Wide-Field (UWF) fundus images. For efficient diabetic retinopathy identification, the pre-trained ResNet-34 model showed strong performance in combining UWF fundus pictures with the ETDRS 7SF, even with a very small dataset.[2]

In 2020, machine learning made it easier to detect diabetic retinopathy by extracting yellow exudates from RGB photos through preprocessing. The abnormality segmentation process combined Random Forest, K-Nearest Neighbours, and Support Vector Machines into a hybrid classification technique. This approach improved the accuracy of identifying retinal abnormalities greatly, demonstrating its potential to advance ophthalmological diagnosis.[3]

The 2019 study investigated the identification and categorization of diabetic retinopathy using adaptive boosting and colour space conversion and vessel removal to improve the quality of retinal images by resolving problems with illumination and contrast. Promising F1 Score values, sensitivity, accuracy, and precision were displayed by the Adaptive Boosting Algorithm. With regard to diabetic retinopathy, the ANN approach—specifically, Architecture III—rose to prominence for its exceptional precision and accuracy.[4]

IV. IMAGE PREPROCESSING

The preprocessing of images is a critical phase in enhancing the quality and relevance of input data before integration into the deep learning model. The primary objective is to improve the model’s capacity to extract meaningful features and make precise predictions.

To optimize the interpretability of captured images, a strategic combination of advanced techniques was employed. First, a circle mask was carefully placed to every picture, keeping the centre area and removing unnecessary parts from the edges. The goal of this exact process was to draw attention to and preserve the key elements of the photograph.

Moreover, a sophisticated enhancement process was implemented, involving the judicious amalgamation of the original image with a Gaussian-blurred counterpart. This method was carefully calibrated to emphasize intrinsic features while controlling current mitigating noise. The incorporation of the Gaussian blur variant introduced a controlled smoothing effect, contributing to a more refined and visually comprehensible representation.
V. METHODOLOGY

The DenseNet-121 model is used as the backbone architecture in the suggested methodology because of its high efficiency in feature extraction and classification tasks, making it ideal for image-based applications. DenseNet-121’s unique structural qualities allow for the continuous flow of information across layers, encouraging feature reuse and addressing issues such as vanishing gradients. Transition blocks in the architecture control spatial dimensions and channel depth, whilst bottleneck layers improve computational efficiency. The network comprises an initial convolution layer, followed by multiple dense blocks interspersed with transition layers.

These dense blocks are designed to concatenate outputs from preceding layers, thereby improving gradient flow and feature propagation.

The DenseNet-121 model architecture has many key components, including an initial convolution layer, batch normalization, and ReLU activation. This is followed by a maximum pooling layer. The model then moves through a succession of dense blocks, each containing multiple convolutional layers, with transition layers in between to reduce spatial dimensions and prevent overfitting. The bottleneck layers within these blocks use 1x1 and 3x3 convolutions to enhance computational efficiency. Following the final dense block, global average pooling is used to build a fixed-size feature vector, which is then passed through a fully connected layer with softmax activation to get a probability distribution over the target classes.

The DenseNet-121 model was built with the Keras package, which includes pre-trained models for transfer learning. The model was built using the Adam optimizer and a categorical cross-entropy loss function. To improve performance and avoid overfitting, data augmentation and actions such as learning rate reduction, early stopping, and model checkpointing were used during training. The model’s final output is a probability distribution between two classes, with the highest probability indicating the anticipated class. Class 0 denotes the normal class, whereas Class 1 represents the abnormal class. This architectural choice, as well as the subsequent output interpretation, contribute to the proposed method's resilience and utility for detecting diabetic retinopathy.

VI. CLOUD DEPLOYMENT AND REAL-TIME IMAGE PROCESSING

The DenseNet-121 model, after being trained and validated, is deployed on a cloud server to leverage the computational power and scalability of cloud infrastructure. The system will be able to process several requests at once and provide prompt, accurate replies thanks to this configuration. The photos go through the previously mentioned preparation pipeline as soon as they are received by the cloud server. This includes applying a circular mask to focus on the relevant parts of the image and using Gaussian blurring to enhance key features. The preprocessed images are then fed into the deployed DenseNet-121 model.

The model processes the images and generates predictions in real-time. The output, which includes a probability distribution across the predefined classes (normal and abnormal), is then sent back to the user’s device.

VII. RESULTS AND DISCUSSION

Our developed model demonstrated a commendable accuracy of around 80%, indicating its capability to correctly predict outcomes across the dataset. This level of accuracy is promising for the intended application of diabetic retinopathy detection.

The precision measure reflects how many of the positively detected occurrences were truly right. It is calculated as the ratio of true positives to the total of true positives and false positives. The precision for Class 0 (no diabetic retinopathy) is 0.74, meaning that 74% of the instances predicted as no diabetic retinopathy were indeed true negatives. For Class 1 (diabetic retinopathy), the precision is 0.81, highlighting the model’s efficiency in correctly identifying positive cases. Thus, 81% of the instances predicted as diabetic retinopathy were accurate, indicating a high level of precision for identifying this condition.
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Recall, which reflects the model’s ability to identify all actual positive instances, is another critical metric. It is calculated as the ratio of true positives to the sum of true positives and false negatives. The recall for Class 0 is 0.86, indicating that the model successfully identified 86% of the actual instances of no diabetic retinopathy. Conversely, the recall for Class 1 is 0.66, meaning that the model correctly identified 66% of the actual instances of diabetic retinopathy.

VIII. CONCLUSION

The use of DenseNet-121 architecture in this work is a big step forward in applying deep learning to healthcare, particularly diabetic retinopathy detection. When combined with a unique weighted Gaussian blur preprocessing approach, DenseNet-121 improves our capacity to distinguish subtle aspects of diabetic retinopathy from retinal pictures.

Furthermore, the use of a cloud server architecture for real-time image processing and model inference demonstrates our approach’s scalability and usability. By installing the model on a cloud server, we offer seamless picture capture via networked cameras, allowing for quick diagnosis and action. The insights derived from this research expand our understanding of diabetic retinopathy and provide robust models and interpretability analyses. These outcomes establish a solid foundation for future advancements in automated screening for diabetic retinopathy, with the overarching goal of improving patient outcomes and alleviating healthcare burdens.

Early detection and diagnosis enabled by our methodology are critical in mitigating the risk of blindness and addressing the severe implications of diabetic retinopathy. This study emphasizes the social impact of advancements in automated screening processes, advocating for enhanced patient care and making a significant contribution to continuing efforts to successfully treat diabetic retinopathy.
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