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Abstract:- The Mobile Adhoc Networks (MANETs) are 

infrastructure-less and self-organised network made up 

of mobile nodes. Congestion control is a challenging task 

in MANET because of its node mobility of node, huge 

data transfer traffic, and actively changing nature of the 

network. Heavy congestion may result in huge packet 

loss, more delays, and expenditure of network resources 

due to repeated transmissions. In this work, we propose 

an intra-network data rate adaptation scheme to avoid 

packet loss which analyses the length of the queues in 

forwarding nodes and number of source nodes to adapt 

data transfer rate for transfer of data packets. The 

proposed scheme allows MANET nodes to select the 

correct transmission rates based on the traffic demands 

and supports dynamic transmission rate adjustments 

between neighbouring nodes. This paper also examines 

dropping attacks by malicious nodes in the network layer 

and to protect against such attacks, a mechanism for 

detection is introduced using the MANET’s node 

supportive participation. Since the transmission 

overheads are only used in the exchange of transmission 

signals among the neighboring nodes, the proposed model 

may be used by MANETs even with a large number of 

nodes. Simulation results of this scalable model, shows 

noteworthy improvement in PDR and network delay and 

packet loss due to queue overflow and network 

congestion. 

 

Keywords:- MANETs; Congestion Control; Deep Reinforced 

Learning (DRL); Date Rate Adaptation; Packet Drop Attack. 

 

I. INTRODUCTION 

 

Among wireless network technologies, MANET has 
become an hopeful research area. MANETs are self-

configuring wireless network made up of collection of 

wireless devices. In MANETs the nodes can communicate 

with other nodes directly within the communication ranges 

without a fixed infra. In MANETs, nodes can dynamically 

join and leave the network anytime which does not results in 

a fixed network topology. Due to dynamic network topology, 

reliable data delivery becomes a challenging task in 

MANETs and during data transfer, any intermediate node 

may suffer from problems such as low bandwidth, high 

congestion and energy consumption due to limited resources. 
These conditions may lead to packet loss or limited usage of 

transmission channel rate. 

In the recent decade, numerous models have been 

introduced to avoid loss of data packets such as finding 

alternate route with limited congestions[1-4], back pressure 

based routing, congestion-adaptive routing[5], multiple agent 

based routing[6] and congestion control based on data 

rate[7]. In all these earlier schemes congestion control is 

handled by finding an alternate path. Finding an alternate 

route increases the runtime calculation overhead in these 

schemes. Meanwhile, these techniques may add to the overall 

delay of data transfer which can significantly reduce the 

network performance. Therefore, it is important to have an 
efficient congestion control method for MANETs with 

dynamic topology. An efficient congestion control 

mechanisms should be able to make the best use of network 

resources and reduce delays, and thereby avoid packet loss. 

 

Data rate adaptation schemes are more popular in recent 

years, used to increase bandwidth availability and network 

resources in a reliable way. In order to avoid wrong selection 

of transmission rate based on back pressure algorithm, a real 

time rate adapter mechanism that can adapt to network 

conditions is required. In this paper, we introduce a DRL 

based rate adaptation scheme to avoid such wrong selection 
of transmission rate through the most optimal and reliable 

path that ensures to meet its bandwidth requirements. 

 

The proposed model avoids congestion by early 

detection of network conditions and adapts the data transfer 

rate. In this model, if packet loss is detected at forwarding 

node due to congestion, the data packets are buffered and 

congestion effect is slowly shifted towards the source nodes. 

An adaptation factor is calculated using the realtime network 

conditions, based on which the source node adapts the data 

transfer rate. 
 

Due to absence of a fixed trust worthy link for data 

transfer, the MANETs are vulnerable and there are different 

attacks possible on MANET. In a black hole attack, the 

attacker node becomes a part of the routing path and then 

intercepts the data packets. Such data packets instead of 

being forwarded along the network are getting dropped by 

the attackers. 

 

There has been lot of research on finding optimal path 

in MANETs for data transfer [21-23] and early recognition 
and avoidance of such a dropping attack in MANETs [24-

26]. Most of these schemes have either low detection rate or 

highly complex detection algorithms. There are quite a many 
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security vulnerabilities and chance of high false positive rates 

in existing schemes as explained in Section II. A malicious 

packet dropping attack detection mechanism in MANETs has 

been also presented in our work. This model involves a 

protocol which is collaborative as well as distributive that 

utilizes the complementary relationship between number of 

packets sent to a neigbouring node and number of packets 

forwarded by it for detection of malicious packet dropping 
attack which is explained in Section II. 

 

The rest of the paper is organized as follows. Section II 

presents related work. Section III describes our proposed 

technique. Performance evaluation is discussed in Section IV 

and finally conclusion and future work is presented in 

Section V. 

 

II. RELATED WORK 

 

Several approaches and mechanisms have been 
followed recently that can handle congestion in data transfer 

in the decentralized networks like MANETs. Congestion 

avoidance can be either path based or date transfer rate based. 

In this article, we introduce a DRL based rate adaptation 

scheme and discuss the existing data rate adaption schemes 

which led to our model in following session. 

 

A senor based technique to control congestion in 

wireless networks was discussed by Yaghmaee MH et al[4]. 

Their model generates the average data transfer rate from the 

calculated rate of sending packets and compares the transfer 

rate between all two nodes through the path from source to 
destination. This method increases the network performance 

by reducing the transfer rate in reference to average rate if the 

queue of a certain node is full in order to minimise the 

congestion. Camp J et al[8], in their work evaluated the status 

of data transfer and delivery on the basis of received ACK 

packets and formulated the Auto-rate fallback(ARF) 

technique. This scheme adapted the data transfer rate by 

increasing the rate based on consecutive successful 

transmissions or decreasing the rate based successive 

failures. But this method does not account for the reason of 

failure. 
 

Explicit congestion notification (ECN) technique 

proposed by Manikandan et al.[9] uses a load factor which is 

calculated for all links by a router. The load factor is 

calculated once the data packet reaches a node and 

congestion is predicted using the load factor and notified to 

the source node. Xi.Y et al[10] explained an Adaptive multi-

rate auto rate feedback(AMARF) technique. In this method, 

success threshold is dynamically determined according to the 

real time network and is used to alter between different data 

transfer rates based available bandwidth and length of 

packets. In a similar technique as explained in the article [11] 
for every successful packet transmission data rate is 

increased with a parameter and is continued until buffer 

threshold is received from destination side and data rate can 

be decreased when packet transmission fails. 

 

In article by S.M Allen et.al [12] the communication 

channel access probability is calculated by each node based 

on the number of unsuccessful transmissions. Reinforcement 

learning(RL) is used by each node to analyze the channel 

access probability. In this technique, in addition to this, each 

node accepts a hello message at regular time interval from its 

neighbours which included transmission rate, and the traffic 

load estimate. Thereby, the necessity to update the 

transmission rate is decided based on the previous actions. 

The major drawback of this technique is updating the 
transmission rate unnecessarily. It also takes in account of 

load on each node and then the system decides whether to 

alter or to maintain the transmission rate unchanged. Though 

it is a successful approach, initiating control transfer on a 

congested route is an additional overhead for the network 

which should be addressed. 

 

S. Thakur et al[13] in their work explained a technique 

to  adapt data rate at sender node based on queue length 

analysis of intermediate nodes. In this technique, when 

congestion occurs, the intermediate nodes send Congestion 
Indication Packet (CI Packet) to source nodes. Accordingly, 

the sender node ultimately modifies the data transfer rate. 

There by this method avoids congestion and ensures a 

reliable communication within MANETs and overcomes the 

problem of queue overflow. The limitation in this model is 

the data rate is adapted with fixed percentage and the system 

does not analyze the other network conditions. Another major 

drawback is that the data rate is adapted at source nodes only 

and extra control packets are used to communicate the 

congestion occurrence to the source node, which increases 

network overhead in the existing congested network. 

 
O. Kachirski et. al[14] in their work have published a 

security architecture for MANETs which involves multiple 

sensors that are deployed throughout the network. These 

sensors monitor network traffic to implement a detection 

algorithm based on the audit data collected and merged by 

them. In this technique, the detection decisions are taken by 

mobile agents that travel and finally return to the source host 

with the collected results. In this method, the authors have 

introduced two different methods of decision-making 

techniques. They are collaborative and independent decision 

making techniques. The authors argue that independent 
decision-making by mobile agents is more vulnerable during 

network failure and hence recommend the use of a 

collaborative method for decision making. Although there is 

a main advantage of restriction of computational intensive 

operations, most of the available mobile agent frameworks 

are less secured and can often become the targets of attacks 

themselves [15]. 

 

Ahmed et al. [16] presented an extensive survey on 

various trust and reputation-based approaches that enables 

security for decision-making in Ad hoc sensor networks. 

According to the author, the trust approach can be 
categorized into two. They are node centric and system 

centric models. In their work unresolved issues of trust and 

reputation management have been explained. Due to dynamic 

nature of MANETs and lack of a central monitoring system, 

intrusion detection for MANETs is considered more 

complex. The various issues on intrusion detection system 

and techniques for MANET were explained by Sen et al. [17] 
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in their article. Based on the study, we also discusses the 

various solutions to handle such issues in intrusion detection 

algorithms which are proposed earlier. 

 

In our previous work, a modified DSR protocol for 

MANETs that uses deep reinforced learning technique for 

data rate adaptation within an optimal path was presented[1]. 

In our previous article, we introduced a data transfer rate 
adaptation scheme based on the run-time network conditions 

which can be decided at the source node upon receiving 

congestion notification. In this work, we address some 

shortcomings and extend our previous work by (i) providing 

the real time data rate adaptation at intermediate nodes, (ii) 

consider the channel under utilization and monitor the data 

transmission in order to reduce the packet loss and (iii) 

providing a fully cooperative and secure protocol for 

detection of packet dropping attacks. 

 

Since the intermediate nodes are used to forward the 
data packets between source node and the destination, a 

malicious drop of the data packets can be expected while 

forwarding the data packets. The success of our model was to 

avoid such malicious packet drops. A new technique for 

authenticating the regular and accurate forwarding of packets 

by an intermediate node was introduced by Abderrahmane et 

al. [18] in their article. From the survey related to security in 

MANET, we concluded that deep learning of network 

conditions may also be predominantly utilized to deduct such 

security threat and handle different issues related to MANET. 

 

III. PROPOSED MODEL 
 

To handle network data acquired from the dynamic 

topology of MANET, we introduce a reinforced learning 

(RL) technique that has the ability to train the system based 

on acquired data and estimate reward values. RL can be a 

dominant model that implement machine learning based 

congestion control and has the ability to find the best 

decision and quickly react to environment changes. Fig.1 

depicts the framework for DRL for the proposed system 

architecture. The proposed system architecture consists of 

four modules: (i) Route Discovery Module, (ii) Network 
Construction module, (iii) Path Monitor Module and (iv) 

Rate Adaptation Module.  

 

 
Fig 1 The DRL Framework for Proposed System 

The work flow the proposed system is shown in Fig. 2. 

Considering an random path PSD in a MANET, as shown in 

Fig. 3, such that the data packets are send from the source 

node S to the destination node D through a series of 

intermediate nodes N1, . . ., NK. During data transmission an 

intermediate node along the selective path may forward the 

data packets from different source nodes. Therefore, 

MANETs requires an optimal path that can reduce packet 
drop from the communication path due to network 

congestion. Our system primarily establishes network of 

mobile nodes between source and destination identifying the 

optimal path with required bandwidth, energy and limited 

traffic in the network setup module.  

 

 
Fig 2 The Workflow of the Proposed System 

 

The established network may compose authentic nodes, 

malicious nodes, and congested nodes. Authentic nodes 

follow the specification of routing protocol and do not drop 
the data packets. Malicious nodes drop the packets and do not 

follow routing protocol specification. Congested node may 

drop packets due to insufficient network resource. Based on 

feedback about network conditions, from the established 

network, the data packet transmission is initiated from source 

to destination.  
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Fig 3 Model MANET Network 

 
In the proposed scheme, an authenticated 

acknowledgment is used to reduce packet drops due to 

congested nodes and malicious nodes by the path monitor 

module. The path monitor module of every intermediate node 

verifies the authenticity of the neighbouring nodes based on 

its reliability index and malicious packet drops are reduced 

by rerouting the data packet through a more reliable node. 

Meanwhile if the monitor identifies an authentic neighbour it 

learns the status of congestion at forwarding node on the 

basis of queue length. The data rate is increased in case of 

limited utilization of queue and decreased when queue length 

is above maximum threshold by the rate adaptation module. 
 

 Route Discovery Module 

In this module, the main objective is to find an optimal 

route from source to destination meanwhile reducing the 

computations for route discovery. This module starts route 

discovery stage at source node by sending the route request 

packet RREQ to neighbouring nodes and reduces the 

computations by optimisation of cache memory. The 

efficiency of this cache memory optimisation is explained in 

our previous work[1] to find an optimal path reduce packet 

loss by link errors. 
 

 The Proposed Algorithm Involves the following Steps. 

 

Step 1: Source node S generates the RREQ packet 

containing Packet ID, Source ID, Destination ID, and 

Route Table. 

Step 2: Verify the cache memory for the available path to 

Node D. 

Step 3: If a reliable path exists in cache; send data packet to 

D; else, broadcast the RREQ packet to all neighbouring 

nodes. 

Step 4: The intermediate neighbouring node Ni that receive 
the RREQ packet from S does the following: 

 

 Verify cache memory for available route to the 

destination. If path exists, generate RREP packet 

containing the route table information.  

 If the node Ni identifies itself to be the destination node D, 

then generate the RREP packet. 

 If the node Ni could not identify the required path in its 

cache memory, then it extends the route table and 

broadcast RREQ packet to its neighbour. 

Step 5: Repeat Step 4 for all Ni till it equal to the destination 

node D. 

Step 6: Update the cache memory for all with the newly 

discovered route to D. 

 

 Network Setup Module 

This module starts establishing connection between 

source and destination nodes through neighbouring nodes and 
analyse the reliability of the path based on parameters traffic 

load, hop count, bandwidth and energy availability at each 

node and trains the system to find an optimal path that avoids 

packets loss due to link error. This module establishes 

connection by using Hello message and neighbour update 

timer. After selection of the optimal path and connection is 

established, the source node immediately deque the buffered 

packet to the next node along the path. Intermediate node 

receives the data packet and forward the packet until packet 

reaches the destination node. To handle link error due to node 

availability, the intermediate nodes are regularly trained to 
update its neighbour information and optimise all available 

paths to destination from them in their cache memory. 

Therefore during any missing node error, the rerouting of 

data packets are not initiated back from source nodes but 

identified at the intermediate node and the new path is re-

established and updated in the routing table of upstream 

nodes.  

 

 Path Monitor Module 

The monitoring module monitors the behaviour of the 

neighbour nodes. Whenever a node has to sends a packet to 

another node, it initially stores the packet in its buffer until a 
timeout occurs and monitors whether the neighbour node 

forwards that packet or not. During this buffering time, if the 

neighbour node forwards the packet, then the node 

increments the forward counter and if the neighbour receives 

a packet, then the node increments the reception counters. 

 

Based on the observed behaviour, the nodes determine 

the reliability index for each of its neighbours. The reliability 

index is the ratio of the number of the packet forwarded by 

the neighbour to the number of packets sent to it. Using the 

DRL framework of the proposed model, the decision to 
continue data forwarding, data rate adapting or data rerouting 

is done. The flow chart in Fig. 4 represents the working 

mechanism of the path monitor module. 

 

Nodes in the network calculate the reliability index 

value for their neighbour and update them at regular 

intervals. The reliability status is assigned to each node based 

on the index value computed periodically. Based on the 

network conditions, the DRL framework decides a reliability 

threshold range for efficient data transfer. If the reliability 

index value falls within the threshold range then, the 

neighbour node is classified as AUTHENTIC and if the value 
is outside the threshold range then, the node is deemed to be 

MALICIOUS. For example if a reliable data transfer occurs 

within a threshold range of 30% to 80%, then nodes with 

reliability index is greater than 30% and less than 80% during 

the buffer time is considered AUTHENTIC. Nodes with less 

than 30% threshold are termed as MALICIOUS and no 

packet is sent to that node. Nodes with index value of 80% 
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and more are assumed to be non authentic as it would lead to 

false negatives, ie. the node will disturbed the data transfer 

efficiency even though the node is not a malicious node. By 

end of the buffer time monitoring of the intermediate, the 

neighbouring nodes along the chosen path may be label 

AUTHENTIC or MALICIOUS. Based on this status quo the 

node initiates rerouting of data packet or continue forwarding 

of data packets to the next neighbour. 
 

If the next neighbour is found malicious, the packet is 

send to the next nearest authentic neighbour which has a 

predefined path to destination in its cache memory as shown 

in Figure 3. Since our model discovers all possible reliable 

paths in the route discovery stage before initiating data 

transfer and routing information to reach destination is stored 

in the cache memory of the intermediate nodes to handle link 

error and missing node error, the rerouting can be initiated at 

intermediate node level as mentioned in the above section 3A 

and 3B. This reduces the route rediscovery overhead by the 
source node and continues forwarding data packets with a 

little delay and without packet loss. 

 

 
Fig 4 The Path Monitor Flow Chart 

During data transmission via authenticate nodes, the 

path monitor module also monitors for neighbour node 

parameter queue length which is broadcasted across the 

nodes. Based on this parameter, the authentic node may 

initiate the data rate adaptation and continue forwarding of 

data packets without packet loss due to congestion. 

 

 Rate Adaptation  
In this module the source node computes an adaptation 

factor(f) based on the runtime network conditions. This 

adaptation factor will be an integral multiple by which 

intermediate nodes can increase or decrease the transmission 

rate periodically. A threshold range is also set for queue 

length based queue capacity of participating nodes in the 

network. The working algorithm of this module can be 

explained through following steps.  

 

Step 1: The module takes in parameter queue length(l) from 

neighbouring node and parameters like maximum queue 
length(lmax), minimum queue length(lmin), minimum 

threshold queue length (qmin) maximum threshold queue 

length(qmax), Current transfer rate(R) and adaptation 

factor(f) from the MANET environment. 

 

Step 2: If node’s queue is full the transmission rate is 

reduced to one half of current value.  

 

if l = lmax, then  

set New rate= R / 2. 

 

Step 3: Else if node’s queue is empty the transmission rate 
is doubled from the current value.  

 

if l =  lmin, then  

set New rate= R x 2. 

 

Step 4: Else if the queue length is below threshold range, 

then transmission rate is increase by the adaptation factor. 

 

if l > lmin and l < qmin, then  

Set New Rate = R x f 

 
Step 5: Else if the queue length is above threshold range, 

then transmission rate is decreased by the adaptation 

factor. 

 

if l < lmax and l > qmax, then  

Set New Rate = R / f 

 

Step 6: Else if queue length lies in threshold range (between 

qmax and qmin) then data transmission is continued 

without modification. 

 

If l < qmax and l > qmin, then 
Set New rate = R 

 

This module ensures the availability network link 

throughout the data transfer session and truncates any packet 

loss due to congestion in intermediate nodes. 
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IV. RESULTS AND DISCUSSION 

 

In order to analyse the performance of the system, 

simulations were conducted on NS-2.28 simulator. During 

the analysis, network performance metrics like packet 

delivery ratio, network overhead, delay and throughput were 

estimated to evaluate the performance of the proposed model. 

 
 Evaluation Metrics 

 

 Packet Delivery Ratio:  

The ratio of the number of packets delivered 

successfully to that of the total number of packet deliveries 

attempted as shown in equation (1). 

 

𝑃𝐷𝑅 =  
𝑁𝑜.𝑜𝑓 𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙 𝑎𝑡𝑡𝑒𝑚𝑝𝑡𝑠

𝑁𝑜.𝑜𝑓 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦 𝑎𝑡𝑡𝑒𝑚𝑝𝑡𝑠
                                           (1) 

 

 End to End Delay:  

The average time taken to complete transmission of data 

packets from source to destination in the network as 

expressed in the equation (2) is termed as end to end delay. 

 

𝐷𝑒𝑙𝑎𝑦 =  ∑
(𝐷𝑒𝑠𝑡 𝑇𝑖𝑚𝑒(𝑖)− 𝑆𝑟𝑐 𝑡𝑖𝑚𝑒(𝑖))

𝑛

𝑛
𝑖=1                                 (2) 

 

 Network Overhead:  

During network transmission, some redundant data are 

inevitably added to the signal and the data format needs to be 

changed, which are necessary for transmission, and the 

proportion of these redundant data in the data source is called 

overhead. 

 

 Throughput(TP):  
Throughput may be termed as rate of successful 

transmission of packets from source to destination per unit 

time. 

 

𝑇𝑃 =
𝑝𝑎𝑐𝑘𝑠 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 × 𝑃𝑎𝑐𝑘 𝑠𝑖𝑧𝑒×8

𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑇𝑖𝑚𝑒
                                          (3) 

 

 Evaluation Results 

The results achieved by proposed protocol compared to 

the original DSR protocol, the cross layer optimization 

framework designed by Khan et al[27], for multicast 

communication in Multihop Wireless Mesh 
Networks(MWMN), path optimization model combines the 

process of both Ant Colony Optimization (ACO) and Bee 

Colony Optimization (BCO) given by Priya Sharma et al. 

[28] and the modified DSR algorithm with path 

optimisation[1] in terms of Packet Delivery Ratio, 

Throughput, End to End delay and Network overhead for 

different network environment with different number of 

nodes are shown in the figures below. 

 

PDR evaluation results are depicted in Fig. 5. The 

previous protocols achieved about 86% to 95% performance 
with increase in the number of data packets in the network. 

Our model showed a noteworthy improvement in packet 

delivery ratio. This was because of the proposed model’s 

ability to truncate the packet loss by link error or by 

malicious drop attack. During data transmission, the packet 

loss detection mechanism is employed which tends to repair 

broken links or reroute data packets in a timely manner in 

order to resume communication and guarantee effective data 

transmission. 

 

 
Fig 5 PDR 

 

A major improvement in throughput estimation is 
pictured in Fig. 6, which depicts our model’s improved 

efficiency over the existing systems. In Fig. 7 the 

comparative study of the delay performance of the traditional 

DSR algorithm and our modified version scheme is 

illustrated. It can be observed from the graph that there is 

periodic increase in delay with increase in number of nodes. 

The increase in delay may be due to runtime computation 

that authenticates nodes before data transfer. Though a small 

delay is observed the system ensures secure transmission and 

prevents malicious packet drop attacks.  

 

 
Fig 6 Throughput 
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Fig 7 End to End Delay 

 

 
Fig 8 Network Overhead 

 

Comparing the evaluation result and the observations 

made, we can conclude that the throughput in proposed 

scheme is greater than the existing format. Whenever there is 

an increase in the number of participant nodes, the overall 

network overhead may increase in wireless communication 

networks. The network overhead can be in check with 

efficient use of all available network resources to get the job 

well done. The network overhead of the proposed model with 

the existing techniques is compared in Fig 8 and the 

evaluation results shows that the proposed version has greater 
improvement in handling network overhead than the existing 

models. The network can experience a greater topology 

change with increase in number of participating nodes in a 

MANET. The proposed method can effectively reduce the 

overhead of protocols even with greater nodes by reducing 

the wastage of network resources while transmitting the same 

amount of data, and improve the transmission performance of 

the MANETs. 

 

 

V. CONCLUSION AND FUTURE WORK 

 

From our study on the existing packet drop prevention 

techniques, malicious packet drop can be avoided by end to 

end acknowledgement which is considered one of the reliable 

mechanisms to prevent malicious packet drops. Due to the 

constrained resources like buffer overflow, limited energy 

and node unavailability, packet drops can also occur from the 
intermediate nodes as well. Because of such a limitation of 

MANET resources there might be a probability of authentic 

nodes being labelled as malicious ones due to their 

constrained resources. Also data loss by packet drops is a 

serious problem in wireless networks which significantly 

reduces the overall network performance. The previously 

existing acknowledgment based packet drop detection 

mechanisms should include an additional mechanism to 

detect packet drops due to constrained resources. Thus our 

prime objective of the work was to improve the existing end 

to end acknowledgement based detection system with an 
additional congestion detection system. In order to achieve 

this, the proposed algorithm is designed as a cross layer 

protocol for wireless MANETs. Our system recombines the 

routing process and channel access management. This system 

includes a distributed mechanism to handle simultaneous 

transmission which maintains established connections and 

controls traffic throughout the transmission time.  

 

The proposed model is though designed based on the 

traditional dynamic source routing algorithm; it adapts the 

advantages of other routing algorithms significantly to 

overcome its shortcomings. This article focuses on packet 
drop prevention techniques not only due to presence 

malicious nodes along the network path, but also reduce 

packet drop due to constraint resources. For future research, 

we like to extend our work to improve the efficiency of 

network for different patterns of traffic and increase accuracy 

of the system. In further, the proposed system can be 

enhanced further using the deep learning algorithms and 

incorporate them with real time communication systems like 

VANETs and FANETs. 
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