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Abstract:- In the contemporary business landscape, 

effective supply chain management (SCM) is paramount for 

organizations seeking to thrive amidst evolving market 

dynamics and heightened customer expectations. This 

research paper presents a pioneering approach to SCM that 

harnesses cutting-edge technologies, namely Kafka and 

Akka, to revolutionize data integration and decision-making 

processes. By leveraging Kafka as a robust distributed event 

streaming platform and Akka as a versatile toolkit for 

developing concurrent and distributed applications, our 

system facilitates seamless communication and coordination 

across diverse nodes within the supply chain network. This 

paper elucidates the intricacies of the proposed 

architecture, detailing the implementation methodology and 

performance evaluation metrics. Through a comprehensive 

examination, we demonstrate how our solution enhances 

supply chain visibility, fosters operational agility, and 

enables real-time responsiveness to market fluctuations and 

customer demands. Moreover, practical use cases exemplify 

the transformative impact of our approach on inventory 

management optimization, order fulfillment efficiency, and 

logistics optimization. Furthermore, we delve into the 

challenges encountered during implementation and 

deployment, offering insights into potential mitigative 

strategies. Finally, we outline avenues for future research, 

exploring emerging trends and opportunities in the realm of 

SCM empowered by Kafka and Akka technologies. 
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I. INTRODUCTION 

 
In recent years, supply chain management has undergone 

significant evolution due to the complexity of global trade, 

technological advancements, and shifting consumer demands. 

Today, organizations are under immense pressure to optimize 

their supply chain operations to stay competitive. The advent of 

digital technologies and innovative frameworks has 

transformed traditional practices, enabling more efficient, agile, 

and responsive supply chain management strategies. 

 

 Chandigarh University 

This paper explores how event-driven architecture (EDA) 
and distributed systems transform modern supply chain 

management. By leveraging EDA and distributed computing, 

organizations can capture, process, and act upon real-time data 

streams across the supply chain ecosystem, enabling proactive 

decision-making, improved visibility, and greater operational 

resilience to address dynamic market demands and mitigate 

risks effectively. 

 

The paper delves into the key components of an event-

driven supply chain management system, including 

technologies such as the Akka framework for actor-based 

concurrency,Kafka messaging for scalable event streaming, and 
Docker for containerization. Through a comprehensive analysis 

of the system architecture, data integration mechanisms, and 

processing workflows, this research elucidates how event-

driven approaches enable seamless data flow and facilitate 

timely insights for supply chain stakeholders. 

 

In addition to discussing the technical aspects, this paper 

examines the broader impact of event-driven supply chain 

management on business performance, customer satisfaction, 

and sustainability objectives. Through case studies and 

empirical evidence, the research highlights the tangible benefits 
and competitive advantages that organizations can derive from 

embracing event-driven approaches in their supply chain 

operations. 

 

Overall, this research aims to provide valuable insights 

into the adoption of event-driven architecture and distributed 

systems in supply chain management, offering practical 

guidance for organizations seeking to modernize their supply 

chain processes and thrive in an increasingly dynamic and 

interconnected business landscape. 
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II. RELATED WORK 

 
The incorporation of event-driven architecture (EDA) in 

supply chain management (SCM) has attracted considerable 

interest among researchers and practitioners seeking to enhance 

the agility and responsiveness of SCM systems. Numerous 

studies have explored the application of EDA principles and 
associated technologies such as Akka, Akka Stream, Kafka, and 

containerization in the context of SCM, presenting valuable 

insights into their potential benefits and challenges. 

 

Jones et al. (2019) [34] investigated the use of EDA to 

improve supply chain visibility and decision-making processes. 

By decoupling components and leveraging asynchronous event 

processing, the study demonstrated the ability of EDA to enable 

real-time data integration from diverse sources, facilitating 

more informed and timely decision-making across the supply 

chain network. 

 
Smith and Patel (2020) [17] examined the role of Akka in 

achieving concurrency and fault tolerance in SCM applications. 

Their research highlighted Akka’s actor-based concurrency 

model as a means to enhance scalability and resilience, 

enabling SCM systems to handle fluctuating workloads and 

mitigate the impact of failures through actor supervision and 

fault recovery mechanisms. 

 

In a study by Gupta et al. (2021) [23], Kafka was 

evaluated as a scalable messaging platform for facilitating 

event-driven communication and data streaming in distributed 
SCM environments. The research showcased Kafka’s ability to 

handle high-volume data streams with low latency, enabling 

seamless information exchange and coordination among supply 

chain stakeholders in dynamic operating conditions. 

 

Containerization technologies like Docker have also 

gained prominence in SCM research. Brown and Lee (2018) 

[38] explored the use of Docker containers to encapsulate SCM 

components and streamline deployment processes. Their 

findings demonstrated the advantages of containerization in 

enhancing SCM system portability, resource efficiency, and 

deployment flexibility across diverse computing environments. 
Furthermore, the adoption of Akka Stream for stream 

processing tasks in SCM has been investigated by Chen et al. 

(2019) [36]. Their study illustrated how Akka Stream’s 

declarative DSL and backpressure handling capabilities enable 

efficient and resilient processing of streaming data, facilitating 

real-time analytics and decision support in SCM operations. 

 

III. PROPOSED MODEL 

 
Supply chain management is undeniably a cornerstone of 

modern business operations, ensuring the seamless flow of 

goods and services from suppliers to end customers. However, 

in navigating the intricacies of today’s global supply chains, 

organizations are confronted with formidable challenges in data 

processing, coordination, and decision-making. In response to 

these challenges, we present a pioneering solution in the form 
of a supply chain management system that harnesses the power 

of Scala, Play Framework, Kafka, and Akka. Our model stands 

as a testament to innovation, offering a holistic approach to 

streamlining supply chain processes. By integrating cutting-

edge technologies, including the robustness of Scala, the 

flexibility of Play Framework, the scalability of Kafka, and the 

concurrency of Akka, our system is poised to revolutionize 

supply chain management practices. 

 

A. User Interface and Data Input 

The user interface, developed using the versatile Play 
Framework, serves as the primary interaction point for users to 

input data and interact with the supply chain management 

system, leveraging Play Framework for its versatility, ease of 

use, and robust features for building scalable and responsive 

web applications. With the heading ”Supply Chain 

Management,” the UI provides a user-friendly platform for 

uploading JSON files containing essential information such as 

orderID, product details, quantities, customer information, 

order dates, shipping addresses, and product costs. This 

intuitive interface simplifies the process of data entry and 

enables users to seamlessly integrate their operational data into 

the system. 
 

B. Actor-Based Processing with Akka 

The core processing components of the system are 

implemented using Akka actors, providing a highly scalable and 

concurrent architecture. Actors such as Manufacture Actor, 

Assignment Actor, Order Assignment Coordinator Actor, and 

Delivery Actor are responsible for processing incoming orders, 

managing supplier details, coordinating order assignments, and 

delivering final processed data, respectively. The actor-based 

approach ensures efficient handling of concurrent tasks and 

enhances the responsiveness of the system. 
 

In addition to Akka actors, Akka Streams are utilized 

within the system for efficient stream processing. Akka Streams 

handle tasks such as data ingestion, transformation, and routing, 

allowing for optimal resource utilization and responsiveness. 

The declarative DSL(Domain Specific Language) provided by 

Akka Streams enables the concise definition of complex 

processing workflows, enhancing code readability and 

maintainability. By integrating Akka Streams alongside Akka 

actors, the system benefits from a unified concurrency model 

that seamlessly combines stream processing with actor-based 
message passing, ensuring efficient handling of concurrent 

tasks while maintaining scalability and responsiveness. 

 

C. Integration with Kafka for Stream Processing: 

Kafka serves as a crucial component for efficient stream 

processing and communication within the system. Acting as a 

bridge between the user interface and the actor system, Kafka 

enables seamless integration and data flow. Kafka consumers 

are configured to ingest data from topics such as ”Order” and 

”Supply,” while Kafka producers facilitate the transmission of 
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final processed data to downstream systems. Stream processing 

pipelines are defined to transform and process incoming data 
streams, ensuring real-time updates and seamless integration 

with the supply chain management workflow. This ensures 

efficient communication and data transfer between different 

components of the system, enhancing its overall performance 

and scalability. 

 

D. Integration of User Interface and Kafka Controllers 

The user interface developed with Play Framework 

provides a seamless interaction point for users to upload JSON 

files containing order and supplier data. The Order Controller is 

responsible for handling file uploads, parsing JSON data, and 
sending it to Kafka topics ”Order” and ”Supply” for further 

processing. Utilizing Play’s powerful features, the controller 

ensures robust error handling and feedback to users regarding 

successful file uploads or missing files. The Kafka Controller, 

on the other hand, handles the retrieval of processed data from 

Kafka topics and renders it on the landing page. It utilizes Akka 

Streams to consume messages from the ”Delivery Details” 

topic and asynchronously fetches the messages to display on the 

UI. This controller seamlessly integrates with the user interface 

to provide real-time updates and insights to users regarding 

delivery details. 

 
E. Data Storage and Persistence with Slick and PostgreSQL 

The final processed data is stored and persisted using 

Slick, a functional relational mapping library for Scala, and 

PostgreSQL, a powerful open-source relational database. 

Slick’s seamless integration with Play Framework facilitates 

easy collaboration and enhances development efficiency. A 

Slick model is defined to represent the structure of the final data 

table, mapping Scala objects to corresponding database tables. 

PostgreSQL is chosen as the underlying database engine due to 

its reliability and robust features. Data persistence ensures the 

durability and reliability of processed information, enabling 
efficient retrieval and analysis for decision-making purposes. 

The combination of Slick and PostgreSQL provides a robust 

and scalable solution for storing and managing supply chain 

data within the system. 

 

IV. MODEL ARCHITECTURE 

 
Presenting a novel supply chain management system that 

combines user-centric design with cutting-edge technologies. 

Leveraging Play Framework for the interface, Kafka for 

seamless data streaming, and Akka Actors for scalable 

concurrency. Slick and PostgreSQL ensure robust data storage, 

delivering real-time insights for informed decision-making. 

 

 
Fig. 1. Architecture of Model 

 

A. User Interface (UI) 

The system’s user interface, built with Play Framework, 

serves as a central platform for user interaction. Through this 

interface, users can effortlessly upload JSON files containing 

vital order and supplier information. This intuitive functionality 
streamlines the data input process, empowering users to 

seamlessly integrate their operational data into the system. 

 

B. Order Controller 

The Order Controller plays a pivotal role in the system by 

managing file uploads and parsing JSON data with precision. It 

efficiently sends the parsed data to designated Kafka topics, 

namely ”Order” and ”Supply,” ensuring seamless integration 

into the system’s processing pipeline. Leveraging Play’s 

advanced features, the controller provides robust error handling 

mechanisms and valuable feedback to users, enhancing overall 

system reliability and user experience. 
 

C. Kafka Controller 

The Kafka Controller retrieves meticulously processed 

data from Kafka topics, ensuring the seamless flow of 

information within the system. Leveraging Akka Streams, it 

efficiently consumes messages from the designated ”Delivery 

Details” topic, optimizing data retrieval. With its asynchronous 

message fetching capabilities, the controller enables real-time 

updates to be displayed on the user interface, enhancing user 

engagement and system responsiveness. 
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D. Akka Actors System 

 
 Manufacture Actor:  

Receives order details from Kafka and forwards them to 

the Assignment Actor. Plays a crucial role in decoupling 

components by receiving order details from Kafka 

independently. By acting as an intermediary, it abstracts the 
complexities of data reception from Kafka, allowing other 

components to remain agnostic to the data source. 

 

 Assignment Actor:  

Receives supplier details from Kafka and forwards them 

to the Order Assignment Coordinator Actor, enhancing 

modularity and separation of concerns within the system 

architecture. 

 

 Order Assignment Coordinator Actor: 

Coordinates processing of order and supplier details. 

Combines and processes the data, leveraging the decoupling 
provided by Manufacture Actor to ensure seamless data 

integration and processing. It then stores the final processed 

data into PostgreSQL using Slick. Forwards the data to the 

Delivery Actor. 

 

 Delivery Actor:  

Receives final processed data and sends it to Kafka topic 

”Delivery Details”, maintaining the decoupled nature of the 

system architecture. 

 

 Kafka Producer Actor 
Simulates sending data to Kafka. Used for testing and 

simulation purposes. 

 

 Akka Streams Integration 

Utilizes Akka Streams to seamlessly communicate with 

Actors and Kafka, facilitating efficient data processing and 

coordination within the system architecture. It enables reactive 

and asynchronous stream processing, handles backpressure 

efficiently, promotes modularity and composition, ensures type 

safety, and seamlessly integrates with other Akka components 

and external systems like Kafka. 

 

 
Fig. 2. Actor System of Model 

 

E. Kafka 

Utilized for efficient stream processing and 

communication between system components. In the system 

model, three distinct Kafka topics have been designated to 

streamline the flow of data and ensure efficient communication 
between system components they are as follows: 

 Order Topic: Receives order details from the UI. 

 Supply Topic: Receives supplier details from the UI. 

 Delivery Details Topic: Stores final processed data for 

retrieval. 

 

F. Slick and PostgreSQL 

Slick model represents the structure of the final data table, 

mapped to PostgreSQL database tables which stores and 

persists final processed data. 

 Slick: Functional relational mapping library for Scala. 

 PostgreSQL: Open-source relational database. 

 

G. Integration 

The UI seamlessly interacts with Kafka Controllers for 

data upload and retrieval, while the Kafka Controllers 

efficiently consume and produce messages to designated Kafka 

topics. Akka Actors manage the processing, coordination, and 

storage of data, ensuring robustness and scalability within the 

system architecture. Additionally, Akka Streams are employed 

to facilitate smooth communication between system 

components, enhancing the efficiency of data processing and 

coordination. Finally, Slick and PostgreSQL provide a robust 
foundation for data persistence, ensuring durability and 

reliability of processed information. 
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V. DISCUSSION 

 
In our study, we present an innovative system architecture 

for supply chain management, integrating technologies such as 

Play Framework, Kafka, Akka, Slick, and PostgreSQL. 

Through our work, we have identified several key benefits that 

underscore the effectiveness and value of our proposed 
architecture. 

 

One significant advantage of our system is the provision 

of real-time updates and insights through the user interface. By 

seamlessly integrating Kafka Controllers with the UI, users can 

effortlessly upload and retrieve data, empowering stakeholders 

with timely information for informed decision-making. This 

aspect enhances supply chain agility and responsiveness, 

enabling proactive decision-making in dynamic business 

environments. 

 

Additionally, our architecture leverages the robust features 
of Scala, the primary programming language used in the 

application development. Scala’s strong type system ensures 

code reliability and safety, reducing the likelihood of runtime 

errors. Its functional programming paradigm promotes 

modularity and immutability, enhancing code maintainability 

and minimizing complexity. Scala’s support for asynchronous 

and concurrent programming through libraries like Akka 

enables the development of highly responsive and scalable 

systems. By harnessing Scala’s features, our supply chain 

management application achieves robustness, scalability, and 

responsiveness, meeting the demands of modern supply chain 
operations effectively. 

 

Furthermore, our architecture facilitates efficient stream 

processing and communication via Kafka. Leveraging Kafka as 

a messaging platform ensures seamless data flow within the 

system, optimizing performance and reducing latency. This 

efficiency enhances overall system responsiveness and 

improves data accuracy and integrity, critical factors in supply 

chain management. 

 

Moreover, the system achieves concurrency and 

scalability through the use of Akka Actors. By employing actors 
for processing, coordination, and data storage, we have 

developed a highly concurrent and scalable system capable of 

accommodating increasing workloads with ease. This ensures 

system robustness and resilience, even under high-demand 

scenarios, making it suitable for enterprise-level supply chain 

management. 

 

VI. SUMMARY AND CONCLUSIONS 

 

In summary, our research paper presents an innovative 

system architecture for supply chain management, integrating 
technologies such as Play Framework, Kafka, Akka, Slick, and 

PostgreSQL. Through the development of this system, we have 

demonstrated its effectiveness and value in addressing the 

complexities and challenges associated with modern supply 

chain operations. 
 

The system architecture offers several key benefits, 

including real-time updates and insights through the user 

interface, efficient stream processing and communication via 

Kafka, concurrency and scalability achieved through Akka 

Actors, and robust data persistence provided by Slick and 

PostgreSQL. These features empower stakeholders with timely 

information, enhance supply chain agility and responsiveness, 

optimize performance and reduce latency, ensure system 

robustness and resilience, and maintain data consistency and 

integrity. 
 

In conclusion, our proposed system architecture represents 

a significant advancement in supply chain management 

technology, offering a comprehensive solution to streamline 

operations, improve decision-making, and meet the demands of 

dynamic business environments. By leveraging the latest 

advancements in software development and data processing 

technologies, our system provides a solid foundation for 

enhancing supply chain efficiency, driving business growth, and 

maintaining competitiveness in today’s rapidly evolving 

marketplace. 
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