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Abstract:- The k-Nearest Neighbour (k-NN) algorithm is 

a simple and intuitive classification algorithm used for 

pattern recognition and classification tasks. This research 

paper aims to address a gap in literature by exploring the 

relationship between sample size and the performance of 

the k-Nearest Neighbour (k-NN) algorithm. Through 

intensive experimental analysis of secondary data, we 

investigate how varying sample sizes influence the 

algorithm’s classification accuracy, computational 

efficiency, and generalization capabilities. Our findings 

reveal that an ideal scope for sample sizes is >190, with 

minimal differing results beyond that point. The 

maximum of the graph is 340, suggesting it to be the 

optimal value for ideal accuracy for this training model 

and scope. These results contribute to a deeper 

understanding of the proper application of the k-NN. 

These findings contribute to a deeper understanding of 

the complex interplay between sample sizes and k NN 

algorithm performance, aiding practitioners in making 

informed decisions when employing this method in real-

world applications, and suggest the ideal value for sample 

size. 
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I. INTRODUCTION 

 

The k-Nearest Neighbour (k-NN) algorithm stands as a 

foundational method in pattern recognition and classification. 

Its simplicity and potential for high accuracy have 

contributed to its widespread use across diverse domains. 

However, the impact of sample size on its performance is an 

area that could still remain to benefit from deeper exploration. 
 

This paper aims to address this gap in literature by 

delving into the complex relationship between sample size 

and k-NN algorithm performance. The hypothesis is that the 

optimal sample size exists within a range that balances the 

model’s ability to capture underlying patterns while avoiding 

overfitting or underfitting. Understanding the influence of 

sample size on k-NN algorithm performance holds practical 

significance. In the era of large datasets, selecting an 

appropriate sample size becomes crucial. The objective of the 

experimental analysis is to investigate how varying sample 
sizes impact the algorithm’s classification accuracy, 

computational efficiency, and generalization capabilities. 

 

II. LITERATURE REVIEW 

 

The k-NN algorithm, introduced in 1951, remains a 

relevant classification technique due to its simplicity and 

effectiveness. However, few studies have thoroughly 

examined the role of sample size in its performance. This 

paper will focus on the IRIS dataset. Through a comparison 

of results between varying sample sizes, the effect of sample 

size on k-NN classification performance will be 

determined[1]. 

 
Experts in the field have highlighted the risks of small 

sample sizes, which can lead to overfitting as the algorithm 

learns noise rather than true patterns. Conversely, large 

sample sizes can cause oversimplification, leading to 

underfitting. The optimal sample size is thus a critical 

parameter that requires thorough investigation[2]. 

 

Related works noted diminishing returns in performance 

with smaller sample sizes on specific dataset[2],Additionally, 

they suggest that the effectiveness of dimensionality 

reduction techniques might be influenced by variations in 

sample size. 
 

These findings highlight the need for a comprehensive 

analysis of the relationship between sample size and various 

dimensions of k-NN algorithm performance[3]. 

 

This research extends this body of knowledge by 

systematically exploring how sample size impacts not only 

classification accuracy but also computational efficiency, 

generalization capabilities, and potential biases. By providing 

a holistic understanding, we aim to guide practitioners in 

selecting appropriate and optimal sample sizes for their 
specific applications. 

 

 Machine Learning 

Machine learning is a subset of artificial intelligence 

that empowers computers to learn from data and improve 

their performance on specific tasks without being explicitly 

programmed. Instead of following fixed rules, machine 

learning algorithms use patterns and information present in 

training data to make predictions or decisions[4]. By 

recognizing complex relationships within data, machine 

learning models can generalize their knowledge to make 
accurate predictions on new, unseen data. This process 

involves iterative refinement as the model learns from 

mistakes and adapts to changing data patterns. Machine 
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learning finds applications in diverse fields such as image 

recognition, natural language processing, recommendation 

systems, and more, driving advancements across various 

industries[5]. k-NN is one of the most simple yet essential 

machine learning algorithms, falling under the category of 

supervised learning.  

 

 

 The IRIS Dataset  

One of the datasets this investigation was based upon 

was the IRIS dataset. This is a cleaned dataset introduced by 

statistician Ronald Fisher that serves as a test case for 

multiple statistical classification techniques. It consists of 50 

different samples from 3 species, with a total of 150 records 

under 5 attributes[6]. A few examples from the dataset are 

shown in Table 1.  
 

Table 1 Examples from the IRIS Dataset 

#sepal_length #sepal_width #petal_length #petal_width species 

5.1 3.5 1.4 0.2 Iris-setosa 

7 3.2 4.7 1.4 Iris-versicolor 

6.3 3.3 6 2.5 Iris-virginica 

 

 Synthetic Dataset 

The second dataset this investigation was based upon in 

order to provide a greater range and easier manipulation than 

the IRIS dataset was a systematically generated Synthetic 

Dataset with values as shown in Table 2.  

 

Table 2 Parameters for the Synthetic Dataset 

 Class 1 Class 2 

μ 4 -4 

σ 2 10 

d1 2 2 

 

III. METHODS 

 
 k-Nearest Neighbour 

The k-Nearest Neighbour (k-NN) algorithm is a simple 

and intuitive classification algorithm used for pattern 

recognition and classification tasks[7]. At its core, the 

algorithm assigns a class label to a new data point based on 

the class labels of its k nearest neighbors in the training 

dataset. The class label that appears most frequently among 

these k neighbors is assigned to the new data point. The 

decision-making process can be represented using the 

following equation: 

 

𝐶(𝑥) = 𝑎𝑟𝑔 𝑚𝑎𝑥𝑐𝑗
 𝛴𝑖=1

𝑘 𝐼(𝑦𝑖 = 𝑐𝑗 ) 

 

𝐶(𝑥) : The predicted class label for the unlabeled instance x. 

 

𝑐𝑗: Represents a specific class label in the dataset. For 

example, in a binary classification problem, there would be 

two classes, class 0 or class 1, with 𝑐𝑗representing one of 

them. 

 

𝑦𝑖: The class label of the i-th nearest neighbor of the 

unlabeled instance x. 

 

k: Input parameter signifying the number of nearest 
neighbors to consider when making a prediction 

 

I(𝑦𝑖=𝑐𝑗):An indicator function that returns 1 if 𝑦𝑖=𝑐𝑗 , 

and 0 otherwise. 

 

 

 

In order to determine the closest groups/nearest points 

for the KNN equation, distance metrics such as the Euclidean 

distance must be calculated. This can be visualized simply as 

the length of the line joining the point x in consideration to 

the surrounding points, in order to find the k nearest 

neighbors. Euclidean distance is calculated by the following 

equation: 

 

        𝑑(𝑥, 𝑦) = √𝛴𝑖=1
𝑛 (𝑥𝑖 − 𝑦𝑖)

2 

 

The simple logic of the k-NN algorithm can be 

represented visually as demonstrated in Figure 1:  

 

 
Fig 1 Visual Representation of  k-NN 

 

 Methodology 

Both the IRIS dataset and synthetic data were used in 

order to accurately test the varying performance of the kNN 

algorithm with different sample sizes.  The model went 
through a training period with a predetermined k value of 3, 

throughout which it was fed training data with corresponding 

labels. The model was subsequently prepared to recognize 

underlying patterns and perform calculations with unseen 

data, as exemplified in Figure 2. 
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Fig 2 Example Test Set Classification Results 

 
To investigate the impact of sample size on the k-NN 

algorithm, the sample size was systematically varied on both 

the synthesized data and the IRIS dataset, ranging from small 

subsets to the complete dataset. The data was split into 

training and testing sets. In order to ensure reliability the 

experiment was conducted a numerous amount of times. The 

accuracy of the model with different sample sizes was 

iteratively calculated and documented on a graph and 

systematically narrowed down in order to determine the 

optimal values for sample size.  

 

IV. RESULTS AND DISCUSSION 
 

The average was taken iteratively from 10 calculations 

with sample sizes from 5, 10, to 100 with steps of 10. 

However, though seemingly efficient with a run time of >0.04 

the results proved to be too inconsistent. The average was 

then taken from 1000 sample sizes from 1000 differing 

calculations,  where it was then determined that it would be 

most efficient to include larger sample sizes in order to 

systematically narrow them down to reach optimal size as 

shown in Figure 3.  

 

 
Fig 3 Run 1 with a runtime of  >14.05 

As exemplified, with a sample size of 5>120, the results 

are significantly more randomized across the plot with error 

rates spanning from ~22% to ~6%. However, the accuracy 

begins to rise at an increasingly logical rate at sample size 50, 

beginning to form a positive function with a linear trendline 

7.82𝐸 − 3 ∗ 𝑥 + 92.5 from 120<190 with a moderate 

strength of 𝑅2 = 0.55, as demonstrated in Figure 4: 

 

 
Fig 4 Linear Trendline of 120<190 

 

Beyond this function, <190 sample sizes face little 

change, residing along the line of ~92% accuracy. Therefore, 

above 190, sample size plays little effect on the accuracy of 

the k-NN algorithm and is predominantly either beneficial or 

detrimental to the results. It is worth noting that at 340 the 
graph experiences a minor surge upwards signifying that 190 

is the ideal sample size for scope >0, definitively 0<1001 for 

this training model.  

 

V. CONCLUSION 

 

These results suggest that an ideal scope for sample 

sizes is >190, with minimal differing results beyond that 

point. The maximum of the graph is 340, suggesting it to be 

the optimal value for ideal accuracy for this training model 

and scope. These findings help to contribute to a deeper 
understanding of the complex interplay between sample size 

and k-NN algorithm performance, aiding practitioners in 

making informed decisions when employing this method in 

real-world applications, and suggesting the ideal value for 

sample size. Future research in this area could focus on 

diverse algorithms, comparisons of the impact of sample size 

on k-NN to other algorithms, the addition of varied k-values, 

and investigating whether optimal sample sizes differ when 

tampering with other hyper-parameters such as distance 

metrics or data normalization techniques.  
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