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Abstract:- Artificial Intelligence (AI) is a quickly evolving 

field of technology used to develop intelligent machines 

capable of performing tasks such as problem solving, 

decision making , perception, language processing, and 

learning. This paper explores the application of AI in the 

field of gynecological oncology, specifically in the 

diagnosis of cervical cancer. The paper proposes a hybrid 

AI model that uses a Gaussian mixture model and a deep 

learning model to segment and classifies colposcope 

images. The model performed with satisfactory 

segmentation metrics of sensitivity, specificity, dice index, 

and Jaccard index of 0.976, 0.989, 0.954, and 0.856, 

respectively. This model aims to accurately classify cancer 

and non-cancer cases from a colposcope image. The 

results showed that this method could effectively segment 

the colposcopy images and extract the cervix region. This 

can be a valuable tool for automated cancer diagnosis and 

can help improve the diagnosis's accuracy.  
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I. INTRODUCTION 
 
Artificial Intelligence (AI) refers to a branch of 

technology that enables machines to perform tasks that 

resemble those of humans. [1]. AI mimics human intelligence 

[2] and is capable of performing tasks such as problem 

solving, decision-making, perception, language processing, 

and vision-based learning [3]. In the medical field, AI can be 

used to diagnose and treat diseases more accurately [4][5], 

predict patient outcomes [6], and offer personalized 

treatments [7]. AI research is divided into elemental 

subfields, mainly Robotics, Machine Learning, Computer 

Vision, Intelligent Agents and Natural Language Processing 
[2]. 

 

AI is playing an increasingly important role in medical 

image processing [8]. AI algorithms can be used to 

automatically analyze and interpret medical images, which 

can help clinicians with diagnostic decision making [9]. 

 

The use of AI in the field of gynecological oncology 
[10] has gained traction in the past couple of decades [11]. 

Diagnosis of endometriosis [12] vaginal cancer, ovarian 

abnormalities [13][14][15][16], uterine cancer [17], cervical 

cancer [18][19][20][21] and vulvar cancer [22] have all been 

benefited by deep learning models and machine learning.  

 

Cervical cancer is a prevalent form of cancer among 

women and is a major cause of death in many developing 

countries [23]. Human papillomavirus, if not treated properly 

and in a timely manner, can lead to this type of cancer [24]. 

The infection turns malignant over a span of five years [24]. 
Since there is no genetic synergy, cancer can be treated 

completely in a single clinical visit if diagnosed in its early 

stages [25][26]. Timely diagnosis of cervical cancer can save 

lives and significantly reduce the burden of the disease. 

Certain image details are key to identifying cancer 

candidates. For example, Squamocolumnar junction 

visibility, Adequacy, Transformation zone, Metaplastic 

squamous epithelium, Columnar epithelium, Original 

squamous epithelium level, and Deciduosis in pregnancy 

applicability are some factors that are checked before making 

a diagnosis.  

 
Routine methods of screening include HPV test, pap 

smear microscopic test [27], visual inspection by acetic acid 

(VIA) [28], and colposcopy test [29]. Analyzing colposcope 

images to diagnose cervical cancer is considered to be the 

gold standard due to the relatively lower financial resource 

requirement and accurately visible cervix[30]. However, it 

requires experienced expert personnel to make a decision on 

diagnosis based on cervix images. In a study by __, the 

researchers reported 63% accuracy in a biopsy test, indicating 

a high amount of false positives in primary screening methods 

like pap and VIA. Another study by __ found that experience 
of the clinician holds more sensitivity than the station. It was 

seen that nurses with over five years of experience have 

significantly higher accuracy in diagnosing colposcope 

images than first-year PG medical students. A sample image 

of a colposcope is presented in figure 1. 
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Fig 1: Colposcope Image 

 

Therefore, there is a need to develop a system that can 

potentially aid clinicians' decisions with a certain degree of 

confidence. AI has the capability to develop such systems 

which can classify cancer without human intervention. Deep 

learning and machine learning are fields of artificial 

intelligence employed to make medical decision support 
systems based on clinical data and medical images.  

 

Currently, there is a wide range of computational 

methods to classify cervical intraepithelial neoplasia from the 

cervix images. Methods like SVM [31], neural networks [32], 

K means [33], and mask R-CNN [34] have all proven to be 

reliable diagnostic algorithms. However, the studies 

dedicated to classifying the cervigrams frequently overlooked 

the segmentation of the cervix region of interest from the 

complete picture [35]. The goal of this study is to develop an 

artificial intelligence model that can accurately classify 
cancer and benign cases from cervigram images.  

 

In a colposcope picture, the cervix region, surrounding 

vaginal walls, and sometimes the speculum device is present. 

In order to build an AI model to classify the cervigrams, it is 

essential to segment the cervix region to remove surrounding 

noise. Figure 2 displays the cervix region marked for ground 

truth. A potential issue with automated classification is the 

presence of specular reflections caused by moisture on the 

organ reflecting the probe's light. [36][37]. The objective of 

this study is to build a hybrid model that uses AI methods 

from deep learning and machine learning to segment and 
classify the colposcope images. A popular machine learning 

method called the Gaussian mixture model [38] is used to 

segment the images post and the segmented images are 

classified using a machine learning model.  

 

 
Fig 2: Cervix Region Delineated from the  

Vaginal Walls and Speculum Space 

 

II. MATERIALS AND METHODS 

 

Dataset: The dataset for this study was collected from 

two sources: The government maternity hospital in Tirupati, 

India, and the international agencies for research on cancer 

(IARC) colposcopy image bank. The IARC Cervical Cancer 

Image Bank collects images from various clinical settings. 

Retrospectively collected images are allowed to be included 

in the image bank only if the image collection process and 

image quality meet strict eligibility criteria. Images are 

evaluated by a panel of experts before inclusion in the image 

bank. Images collected in collaboration with a government 
maternity hospital were directly taken from the department of 

gynecology. The hospital provided the collected colposcopy 

images with corresponding clinical findings.  

https://doi.org/10.38124/ijisrt/IJISRT24MAY989
http://www.ijisrt.com/


Volume 9, Issue 5, May – 2024                                              International Journal of Innovative Science and Research Technology 

ISSN No:-2456-2165                                                                                                     https://doi.org/10.38124/ijisrt/IJISRT24MAY989 

  

 

IJISRT24MAY989                                                            www.ijisrt.com                                                                                    1511 

Some critical attributes of a colposcope image are a) 

HPV Infection, b) Squamocolumnar junction visibility, c) 

Adequacy, d) Transformation zone, e) Original squamous 

epithelium level, f) Columnar epithelium, g) Metaplastic 

squamous epithelium, h) Deciduosis in pregnancy 

applicability.  

 

The above information corresponding to every image is 
recorded in the hospital. This acts as additional input to the 

machine learning model, enabling a seamless artificial 

intelligent diagnostic decision. The dataset was split into 

80:20 ratios for training and testing the model, which is 

standard protocol in building machine learning models.  

 

A Gaussian mixture model [39] is a probabilistic model 

that is based on the assumption that the data instances are 

generated from a Gaussian distribution [40]. Over the years, 

it has been used to segment [41], classify [42], and cluster 

[43] many medical images like CT, MRI, Biopsy images,  and 
X-rays. This model is capable of segmenting the key areas of 

images and extracting them for clear analysis. Once the 

unnecessary surrounding areas are cropped, it is easier to 

interpret the image to diagnose cancer. We are applying a 

clustering-based gaussian mixture model to segment the 

colposcope image to extract the cervix region. An ideally 

cropped image is displayed in figure 3.  

 

The cluster number' k' is taken as two because we are 

splitting the image into two regions of the cervix and its 

surroundings. A soft clustering using the gaussian mixture 

model works by estimating the likelihood of a pixel belonging 
to either of the clusters.  

 

In this study, the image is given as input to a multivariate 

gaussian distribution. Multivariate gaussian distribution is an 

extension of the univariate model that can fit vectors, which 

are the pixels in this case. X is an input vector with 'd' values. 

The distribution is parameterized by mean µ (a length' d' 

vector) and a covariance matrix Σ (d x d matrix). 

Subsequently, the equation of the probability density function 

is given by:  

 

𝑃(𝑥; 𝜇, 𝛴)  =  
1

(2𝜋)
𝐷

2⁄ |𝛴|
1

2⁄
 𝑒𝑥𝑝 (

−1

2
(𝑥 − 𝜇)𝑇𝛴−1(𝑥 − 𝜇)) 

 

Where:  

 
1

(2𝜋)
𝐷

2⁄ |𝛴|
1

2⁄
 is a constant that ensures the integral value is 1.  

 
(x- µ): row vector 

 

Σ-1: d x d matrix  

 

(x- µ)T is a column vector  

 

µ: weighted mean, which is a length 'd' row vector 

 

Σ: variance, a d x d matrix  

 

|Σ|: matrix determinant 

The updated mean �̂� is the imperial average of the pixel 

vectors in X. It is calculated by �̂� =  
1

𝑚
∑ 𝑥𝑗

𝑗 . The covariance 

matrix Σ is also the empirical average of the vector product 

calculated by �̂�  =  
1

𝑚
∑ (𝑥(𝑗) − �̂�)𝑇(𝑥(𝑗) − �̂�)𝑗 . The product 

of (x- µ), Σ-1, (x- µ)T gives a scalar number which is the 

probability or likelihood of the value 'x' belonging in the 

cluster k. These parameters were optimized using a 

metaheuristic algorithm called Mexican axolotl.  

 

 
Fig 3: Segmented Cervix Image 

 

The models were built on packages like opencv [44] in 

python and labelme software [45]. The epochs were set to 40, 

and the model reached the best accuracy at the 32nd epoch. 

The framework achieved sensitivity, specificity, dice index, 

and Jaccard index values to be 0.976, 0.989, 0.954, and 0.856, 

respectively.  
 

For the classification, an ImageNet model, AlexNet is 

employed. AlexNet comprises five convolutional layers 

followed by three fully connected layers. It is renowned for 

its ability to learn complex features from images. The 

convolutional layers are equipped to extract hierarchical 

features, while the fully connected layers enable high-level 

abstraction for classification. The use of rectified linear units 

(ReLUs) and dropout layers aids in preventing overfitting. 

 

III. RESULTS 
 

The input data was collected from two sources of the 

government maternity hospital, Tirupati and IARC. The 

images were pre-processed to remove the specular reflections 

since they mimic the acetowhite lesions, which are key 

indicators of cancer. Subsequently, the images were cropped 

using a gaussian mixture model. Finally, the segmented 

cervix images were classified using a ML algorithm support 

vector machine (SVM) [46]. To validate the segmentation 

process, we deployed the SVM classifier before segmentation 

and compared it with pictures attained after segmentation. 
The results show an improvement in accuracy, reaching up to 

92.8%. Previous research has already tested the efficiency of 

machine learning models in cases like rectosigmoid deep 

endometriosis [12] and confirmed the results. In the current 

study, the gaussian model exhibited satisfactory results. The 

SVM performed with an accuracy of 92.8%. Our model has 
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been compared to similar studies. It has outperformed other 

models. This asserts the potential of the model. 

 

IV. DISCUSSION 

 

The present study is a preliminary attempt at analyzing 

colposcope images for early detection of cervical cancer with 

the help of artificial intelligence. This article presents the first 
stage of the analysis, segmentation. As an extension to this 

research, experimental work is being conducted to identify 

the best method to diagnose levels of CIN using AI.  

 

Nevertheless, AI has demonstrated usefulness in 

obstetrics, like determining the chance of preterm birth or a 

fetus [47], prediction of vaginal delivery [48] etc. As for 

gynecology, AI has proven to be successful in the automatic 

classification of ovarian cysts [49], evaluation of 

myometrium [50] etc.  

 
Overall, The findings of this investigation point to our 

model being a potential asset in the early recognition of 

cervical cancer. The model could be utilized to enhance the 

precision of diagnosis and minimize the amount of time and 

cost associated with manual image segmentation and 

classification. Furthermore, the model may be able to aid in 

the early identification of lesions that pose a risk for 

developing cervical cancer. 

 

Further investigation is needed to fully assess the 

capabilities of this model. For example, it is necessary to 

measure the model's performance on a broader dataset and to 
contrast it to current methods for segmentation and 

classification. 

 

V. CONCLUSION 

 

The research presented in this paper has demonstrated 

the potential of using an artificial intelligence model to 

automate the analysis of colposcope images for early cervical 

cancer detection. The model was based on the machine 

learning concept of gaussian mixture models and SVM for 

segmenting and classifying the images, respectively. The 
model performed with satisfactory segmentation metrics of 

sensitivity, specificity, dice index, and Jaccard index of 0.976, 

0.989, 0.954, and 0.856, respectively. The SVM was deployed 

before the segmentation which was performed with 74% 

accuracy. The classification after segmentation has resulted in 

92.8% accuracy. Specifically, we have shown that our model 

is capable of achieving significant accuracy when segmenting 

and classifying images.Furthermore, our model achieved a 

notable level of precision in identifying and categorizing 

lesions, which is essential for detecting cervical cancer at an 

early stage. This research serves as a basis for further progress 

in the field of AI for the segmentation and classification of 
medical images. Ultimately, this research can help improve 

early cervical cancer detection and improve patient outcomes. 
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