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Abstract:- Artificial intelligence (AI) has the potential to 

revolutionize healthcare by enhancing diagnostic 

accuracy, reducing administrative burdens, and 

providing personalized treatment. However, the slow 

adoption of AI in healthcare is due to obstacles associated 

with ethical considerations, data management, 

regulations, and technological capabilities. The results of 

our study highlight specific challenges related to ethics, 

technology, regulatory, social, economic, and workforce 

barriers that affect the implementation of AI in 

healthcare. We aim to improve current knowledge by 

providing a more comprehensive understanding, by 

bridging the gap, and addressing the barriers to 

implement AI in the healthcare sector. 
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I. INTRODUCTION 

 

Artificial intelligence (AI) has had a significant impact 

on patient care, medical diagnosis, and treatment outcomes. 

It can analyze data with/without human intervention. Its 

integration into the healthcare industry brought about a 
transformative paradigm shift. (1) Incorporating new and 

novel technological advances into clinical practice has led to 

many exciting medical developments over the last five 

decades. Among current areas of research, Artificial 

Intelligence (AI) stands out for capturing attention and 

imagination, with the potential to revolutionize every field. 

(2) AI systems offer a smart solution to reduce the workload 

of clinical staff within increasingly saturated healthcare 

systems. It is important to note that AI goes beyond simple 

data management, providing direct suggestions and 

recommendations that shape the clinical decision-making 
process. (3–5) 

 

Artificial intelligence (AI) has seen remarkable growth 

in recent decades, expanding its capabilities and applications. 

In the summer 1956, McCarthy, and colleagues (6) 

introduced the concept of AI. Since then, rapid advancements 

in computational power, internet connectivity, digitalization, 

and cumulative knowledge have revitalized academic interest 

in AI across various industries. For example, within a year of 

its launch, OpenAI's Chat Generative Pre-Trained 

Transformer (ChatGPT) gathered over 1000 citations in the 
medical literature (7), showcasing the active interplay 

between AI innovation and academic research. Healthcare 

leaders are using emerging technologies like the Internet of 

Things (IoT), cloud computing, and wearables, to improve 
patient experience, reduce costs, and enhance better health 

outcomes. (8) They aim to process and analyze large amounts 

of digital medical data accurately and efficiently to shift 

towards a value-based care model where personalized patient 

care is prioritized. (9,10) 

 

Machine learning (ML) is a fundamental element of 

artificial intelligence (AI) that comprises, models capable of 

iterative learning. ML is becoming increasingly common in 

all major sectors, including healthcare. (11–13) It has 

significantly improved clinical data interpretation in 
radiology, pathology, and dermatology, thanks to 

convolutional neural networks, standardized data formats, 

and extensive repositories. (14) 

 

Today, artificial intelligence (AI) is omnipresent, 

significantly more advanced, and user-friendly than it was 

two decades ago and has become a reliable part of our daily 

lives. Recently, there has been a noticeable increase in the 

implementation of AI in healthcare services. In AI, 

technological implementation typically involves developing 

software components to implementing an algorithm. (5) 

 
We should also acknowledge that only a fraction of 

these algorithms is being utilized in practical clinical settings. 

Even a few esteemed medical centers with advanced 

technological capabilities are not embracing AI in their daily 

workflows. A recent assessment of Deep Learning (DL) 

applications using health record data emphasized the critical 

need to shift focus towards effectively implementing these 

models to have a direct, positive impact on clinical practice. 

The algorithms trained on historical data and published in the 

literature are not implemented in practical use. This research-

implementation disconnect is a major reason AI is not 
deployed more in clinical settings. To make AI a healthcare 

reality, we need to bridge this gap. (15) 

 

Multiple studies have looked at AI implementation in 

healthcare. Ali et al. (16) reviewed the integration of AI in 

health systems and the challenges in healthcare professionals' 

acceptance of AI. Petersson et al. (17) discussed AI adoption 

frameworks and highlighted the need for more understanding 

of AI acceptance among patients, health workers, and 

policymakers. Secinaro et al. (18) reviewed ethical challenges 

related to AI in healthcare, such as accountability, privacy, 
and transparency. The AI integration in healthcare presents 

opportunities and challenges for industry and academia. (10) 

Our study aims to understand the barriers inhibiting the 
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potential of AI implementation in healthcare. Extensive 

literature exists concerning the challenges and support for 

implementing AI in healthcare. (19–21) However, a 

significant portion of this body of knowledge is based on 

anecdotal evidence, narrative commentaries, small-scale 

studies, and reviews lacking empirical support. 

Consequently, our understanding of the contributing factors 

of AI implementation success in healthcare remains 
incomplete. (22) 

 

In the subsequent sections of our paper, we will explore 

the fundamental aspects of the gaps and challenges associated 

with the implementation of AI in healthcare, using real-world 

experiences. 

 

II. RESEARCH METHODOLOGY 

 

This review was performed using specific keywords to 

search through scientific databases such as PubMed, Science 
Direct, Google Scholar, and Springer Link. A thorough 

examination of relevant studies was conducted. The 

keywords (“Artificial Intelligence,” “Implementations,” 

“Applications,” “Barriers”, “AI in healthcare”, etc.) were 

employed in various combinations to discover relevant 

material. The titles and abstracts were evaluated to verify that 

the papers focused specifically on the “Research gaps in AI,” 

“Implementations of AI in healthcare,” and, “Challenges in 

implementations of AI in healthcare” The review 

encompasses the data extracted from research papers, 

reviews, systematic reviews, debates, workshops, and 

conference papers published exclusively in the English 
language. 

 

III. RESULTS AND DISCUSSION 

 

Implementing AI-enabled tools in clinical settings has 

emphasized the need for ongoing monitoring and refinement 

of prediction models. (23–26) It is increasingly evident that 

there is a temporal decline in model accuracy across diverse 

clinical domains, despite the use of advanced AI algorithms. 

(27–30) The decrease in performance emphasizes the 

importance of ongoing improvement of AI-enabled tools, and 
their clinical efficacy in upholding user trust and safety in 

decision-making processes. (23,27,29,31,32) The 

performance of temporal models in real-time clinical settings 

has been largely unexplored, with most studies focusing on 

retrospective research data. (33) However, transitioning from 

research to real-time implementation can significantly impact 

the performance, as inputs and data availability changes. (34). 

 

 

 

 

 
 

 

A. Aspects of AI model Design for Bridging the Gap between 

Research and Implementation as Identified by Literature 

Review 

The long-term stability of any AI model performance 

raises concerns within health systems because of the absence 

of comprehensive guidance for implementing & post-

implementation maintenance procedures. (35) When we 

observe the promising performance of an AI model during the 
development phase, it raises the question of why there is a 

disparity between this stage and the deployment phase. To 

resolve this implementation gap, we should redirect our focus 

from merely optimizing this area to encompass three crucial 

& practical aspects of model design: actionability, safety, and 

utility. (15) (Figure 1) 

 

 Actionability 

Clinicians or patients should be able to directly use the 

AI algorithm results to take specific actions. Machine 

learning models, though powerful, often lack clear follow-up 
actions, leading to uncertainty about the next step. De Fauw 

et al. conducted a deep learning optical coherence 

tomography scan interpretation study, in which they 

segmented the scan and categorized several disorders, then 

gave the clinician a straightforward recommendation. (36) To 

ensure user-friendliness, we must connect machine learning 

tools to clinical actions and easily implement them into the 

clinical environment. (37) 

 

 Safety 

Patient safety should be a fundamental concern in the 

design of medical AI models. The medical community is 
familiar with the rigorous regulatory process for testing new 

pharmaceutical or medical devices, but the safety of AI 

algorithms is a significant concern because of issues such as 

interpretability and external validity. (38) There is a lack of 

empirical evidence to demonstrate the safety and efficacy of 

algorithms in real-world settings. For widespread use, we 

need empirical validation for ongoing algorithmic and 

technical resilience. Model developers should engage with 

regulatory bodies and consider additional dimensions of 

patient safety, such as protecting against algorithmic bias and 

model brittleness. It is vital to involve clinicians and patients 
in the process to ensure the translation of algorithms into true 

clinical benefit. (39) 

 

 Utility 

The final step of any AI project should involve a cost-

utility assessment. This assessment compares the impact of 

working with and without the algorithm, considering the 

clinical and financial outcomes of false positives and 

negatives. For instance, if we use an AI algorithm to screen 

Electronic Health Records (EHR) for undiagnosed cases of a 

rare disease like familial hypercholesterolemia, we need to 

weigh the cost and utility of early detection against the 
expenses and potential harm of false-positive cases and the 

costs associated with deploying & maintaining the algorithm. 

This model implementation necessitates an early and ongoing 

execution of this utility assessment. (40) 
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Fig 1 Summary of Three Aspects of AI model Design for Bridging the Gap between Research and Implementation as Identified 

by Seneviratne et al. Paper (15) 

 

B. The Gaps between Research and Implementation as 

Identified by Literature Review 
In 2019, “Heart Flow” received FDA approval for its 

non-invasive, real-time, virtual modelling tool for coronary 

artery disease intervention. (41) However, FDA regulatory 

processes can impede the development of such AI systems. 

Comprehensive standards for approval processes will assist 

researchers and developers in meeting clearance requirements 

more quickly, decreasing delays and rejections of their 

applications. (42) The reporting standard presents a barrier to 

implementing AI research in practical settings. Many reviews 

have noted that studies creating prediction models for clinical 

use often lack transparent descriptions. This lack of 

transparency can lead to a lack of trust among patients and 
clinicians and may limit the use and replication of these 

findings. (43) 

 

Healthcare organizations that lack AI-compatible 

technologies might bridge the technology gap by upgrading 

their existing systems to meet the integration criteria. The 

lack of technical knowledge hold back the use of AI in 

healthcare due to the gap among health professionals and the 

absence of requisite training. (44) It is important to 

understand the precise function of AI to reduce health 

professionals' reluctance to adapt. (45) Data management and 
security are critical components of AI integration, besides 

technological and human challenges. (46) Enabling AI in 

healthcare necessitates the availability of substantial amounts 

of medical data. Nevertheless, healthcare administration has 

the potential to address the privacy and security of medical 

data . (47) It is difficult for decision-makers to ensure the 

utmost level of protection while sharing medical data with AI 

developers and tech experts. The economic implications are 

another obstacle that health organizations face. Particularly in 

the public sector, healthcare organizations frequently endure 

burdensome financial obligations. The costs of AI integration 

are significant and may include talent acquisition, technology 
infrastructure upgrades, software procurement, and training 

program implementation. This presents a substantial barrier 

to the incorporate AI in the healthcare sector. (10) 

 

The development of laws and protocols helps AI 

researchers to effectively present their work. TRIPOD-AI and 

PROBAST-AI, are a couple of examples which provide 

guidelines and tools to minimize research waste. (48) It is 

important to design AI applications with clinical needs in 

mind to prevent research waste and align with clinicians' 

requirements, even when predicting multiple outcomes 

simultaneously. (43) 
 

In a Japanese study conducted by Changhee Han (49) et 

al.,  their research team showed the clinically-relevant 

findings from their workshop by addressing three gaps 

between AI and Healthcare Sides. Their responses are 

presented below: 

 

 GAP 1:  AI, including Deep Learning, provides unclear 

decision criteria, does it make physicians reluctant to use 

it for diagnosis in a clinical environment? 

 

 Response on Healthcare side: "AI can aid in diagnosis but 

should not replace physicians. It can provide a second 

opinion by analyzing clinical data. However, its minimal 

explanation to persuade physicians and patients makes it 

difficult. Physician intervention is necessary for an 

intuitive explanation. Pursuing explainable AI may 

decrease diagnostic accuracy, so physicians should still be 

involved in making the final decision. Autonomous AI-

based diagnosis without a physician is not the norm" 
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 Response on AI side: "Deep Learning's explanations are 

not particularly poor compared to other systems or 

physicians. We might be setting excessively high 

standards for AI, promoting unnecessary anxiety. 

Verifying the reliability of AI's diagnoses against 

physicians could make an intuitive explanation optional" 

 

 GAP 2 :  Are there any Benefits to Actually Introducing 
Medical AI? 

 

 Response on Healthcare side: "AI's high accuracy and 

convenience are commercially beneficial, especially in 

small clinics lacking CT or MR scanners, where 

physicians are desperately needed." 

 Response on AI side: "Medical AI's commercial 

deployment is linked to diagnostic accuracy, making it 

profitable in upcoming years if it achieves outstanding 

accuracy" 

 
 

 

 

 

 

 GAP 3:  Is medical AI’s Diagnostic Accuracy Reliable? 

 

 Response on Healthcare side: "Assessing AI's diagnostic 

performance involves evaluating sensitivity, specificity, 

and inter-scanner variability, as well as assessing its 

suitability for clinical use" 

 Response on AI side: "Research on medical AI is actively 

focusing on robust datasets to reduce the risk of 
overlooking diagnoses, prioritizing sensitivity over 

specificity unless imbalance is disrupted" 

 

C. Barriers for Implementing AI in Healthcare 

Additionally, the objective of this paper is also to 

identify and address the barriers that inhibit the healthcare 

sector from implementing artificial intelligence (AI). The 

expanding body of literature underscores the significance of 

investigating these challenges and offering scientifically 

based recommendations to facilitate the decision-making 

process. We reviewed many of the included studies focussing 
on various challenges associated with the deployment of AI 

in healthcare. Implementing AI effectively presents 

significant challenges, including ethical, technological, 

safety, regulatory, workforce, social, and economic barriers. 

(2,10) (Figure 2) 

 

 
Fig 2 Common Barriers for Implementing AI in Healthcare 

 

 Ethical Barrier: 

Confidentiality, trust, consent, and conflicts of interest 

fall into the sub-units of ethical barrier. Developers need 

enormous datasets for training to create accurate AI systems, 

and there is a reasonable concern that this may violate patient 

confidentiality. (50) AI developers must inform patients 

about the fate of their data and obtain their consent for its use. 

Patients need to understand who can access their data, the 

storage, and the security measures in place to protect their 

privacy. (51,52) He et al. recommended redefining patient 

confidentiality and data privacy terms as data sharing 

increases. (53) Healthcare AI implementation needs explicit 

governance that defines all stakeholders' data ownership. (44) 

Marcu et al. emphasized the necessity of data privacy 

regulations for secure data storage, usage, and sharing to 

protect confidential information. (54) 
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 Technological Barriers: 

Integrating data in terms of accuracy, quality, and 

storage poses a big challenge. It is difficult to acquire and 

integrate large, diversified, high-quality data sets. (55). 

Health organizations can address some of such challenges 

internally, giving them control over the causes. For instance, 

IT infrastructure constraints, which are significant in 

developing nations, influence AI integration. (17) Upgrades 
to meet integration requirements can help healthcare 

businesses without AI-compatible systems to close this 

technology gap. (10) 

 

 Safety Barrier: 

We must carefully evaluate concerns about the impact 

on patient safety throughout clinical AI implementation. (56) 

Failure to address these safety concerns might severely 

impact AI implementation, causing patients and staff to lose 

trust. Patient safety must remain at the heart of AI for patient 

management and if any safety issues arise, especially for 
high-profile candidates, would immediately affect confidence 

in the technology and could inhibit its success. (2) 

 

 Regulatory Barrier: 

Whether regulations are in place or not, they can affect 

the implementation of AI in healthcare by both users and 

developers. Systems regulators must understand and trust the 

AIs used in their field to regulate effectively. Unfortunately, 

most current technologies lack transparency. (57) This major 

obstacle affects whether consumers and regulatory bodies are 

ready to trust an AI in clinical practice. The GDPR guidelines, 

which became effective in May 2018, define a comprehensive 
set of regulations for the governance of personal information. 

These regulations have a wide range of implications for AI 

implementation. (58) 

 

 Workforce Barriers: 

The healthcare workforce's education and training 

significantly impede AI adoption. The medical community's 

understanding of the potential and functionality of AI is still 

rudimentary, necessitating a significant measure for AI 

education and training. (59) We must address the challenges 

of differing levels of technical literacy,  and comprehension 
of existing technologies before the workforce can become 

settled and competent in clinical practice. (60) However, the 

difficulties could intensify as physicians strive to integrate AI 

platforms while battling with current healthcare technologies. 

(47) Healthcare providers should specifically design training 

programs for physicians using AI systems and tailor these 

programs to address various concerns that arise when using 

unfamiliar technology. (61) 

 Social Barrier: 

Healthcare bias, which involves treating patients 

differently based on race, age, gender, or other factors, has 

the potential to exacerbate this gap. Therefore, any new 

technology must not contribute to social inequality but 

instead minimize healthcare system bias. Inequalities and 

biases in healthcare can limit AI implementation. Studies 

showed that social acceptance of AI models hinders 
deployment. Singh et al. argued that AI implementation 

identifies important performance indices and tracks return on 

investment to make healthcare more economical and 

efficient. (47) However, the ‘black box’ nature of AI limits 

its social acceptance, and it is unclear whether patients will 

accept a diagnosis from a computer instead of a clinician, 

especially if it is perceived to save time and money without 

clear evidence that quality has not been compromised. (2) 

 

 Economic Barrier: 

“Minimal funds. (Morris et al., 2023; Owoyemi et al., 
2020), Unclear Return and Investment in funds (ROI). (Wolff 

et al., 2020),  Development and maintenance charges. 

(Alnasser, 2023), and service-based reimbursements. (Alami 

et al., 2020)” can be counted as some of the economic barriers 

for implementing AI in healthcare. (10) 

 

The success, elevated accuracy, and promise that AI is 

yielding in research are undeniable, despite its barriers. For 

this advancement to be most beneficial in the field of 

healthcare, it is essential to dismantle the barriers between AI 

research and clinical care. We can achieve this by 

implementing the discussed solutions and developing new 
ones. (43) 

 

IV. CONCLUSION 

 

The evolving theories, models, and frameworks in 

implementation science hold significant promise in 

advancing our grasp of AI implementation. This integrated 

approach, which harmonizes AI and implementation science, 

transcends the conventional limitations of each field. The 

fusion of these distinct yet complementary disciplines is 

indispensable for gaining valuable insights into the bridging 
the gap for implementation of AI in healthcare. This paper, 

while focusing on a general literature review, contributes to 

the literature on bridging the gap between research and 

implementation of AI in healthcare. However, further 

broadened research in this area could explore more extensive 

implementation of AI in healthcare. 

 

ABBREVIATIONS 

 

AI Artificial Intelligence 

ML Machine Learning 

CHADS-VASC Congestive heart failure, Hypertension, Age, Diabetes mellitus, prior Stroke or TIA or 

thromboembolism - Vascular disease, Age, Sex category 

ChatGPT Chat Generative Pre-Trained Transformer 

DL Deep Learning 

FDA Food and Drug Administration 
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GDPR General Data Protection regulation 

IoT Internet of Things 

IT Information Technology 

NLP Natural Language Processing 

CNN Convolutional Neural Networks 

DCNN Deep Convolutional Neural Networks 

DNN Deep Neural Networks 

EHR Electronic Health Records 

BEHRT Bidirectional Health Encoder Representations Transformer 

TRIPOD-AI Transparent Reporting of a multivariable prediction model for Individual Prognosis or Diagnosis-

Artificial Intelligence 

PROBAST-AI Prediction model Risk Of Bias ASsessment Tool – Artificial Intelligence 
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