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Abstract: In the post-epidemic era, public opinion monitoring and early warning for COVID-19 prevention and control 

have become vital research areas. This study aims to explore key technologies to enhance the capability of monitoring and 

early warning for public opinion regarding epidemic prevention and control. First, the study focuses on the collection and 

processing of public opinion data. By constructing a large-scale data collection system that integrates social media, news 

platforms, forums, and other channels, this study enables the real-time acquisition of public opinion information related to 

the epidemic. At the same time, natural language processing and text mining techniques are employed to clean, classify, 

and analyze the sentiment of large-scale text data, facilitating the extraction of valuable insights. Second, to enhance public 

opinion monitoring, this study introduces an emotion classification model based on deep learning. The model is compared 

with traditional machine learning approaches to evaluate its effectiveness in distinguishing the emotional tone of public 

opinion texts and analyzing individuals' attitudes and emotional responses toward the epidemic. To optimize performance, 

an early stopping mechanism is implemented during training to prevent overfitting, halting the process when validation 

loss ceases to improve after a specified number of iterations. Additionally, hyperparameter optimization is conducted 

using a grid search, systematically exploring various parameter combinations to identify the optimal configuration. Data 

balance is carefully maintained to enhance the model’s predictive accuracy and robustness, ensuring reliable and high-

quality results. 
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I. INTRODUCTION 

 

This project studies the key technologies of public 

opinion monitoring and early warning for new crown 

prevention and control 0in the post-epidemic era, and first 
conducts social research to obtain hot topics. Then, data 

collection was carried out, and Python was used to crawl the 

raw data of each platform about the "post-epidemic". These 

raw data are preprocessed, and Python is used to remove 

stop words, segmentation, and labeling to divide the text 

into positive, negative, neutral and other operations to obtain 

the preprocessed data. Then, the Bert preprocessing model is 

introduced for vectorization, and the training set, validation 

set, and test set are divided. Then, the project uses the TF-

IDF algorithm to extract keywords, obtain a word cloud map, 

visualize the public opinion monitoring results, and mine 

potential topics. After that, the appropriate model was 

selected for establishment, and the BERTlstm (BTSnet) 

model was selected for this project, and an early stop 

mechanism was established in this experiment to avoid 
overfitting when the model was trained, and the training was 

stopped when the verification loss was no longer improved 

after a certain number of times. Define hyperparameter 

combinations, grid search method, and combine these 

parameters until the optimal solution is selected, the best 

model is trained, and the best evaluation indicators are 

achieved. It was compared with SVM and LSTM in terms of 

accuracy, F1 score, precision, and recall. The BTSnet model 

has a huge advantage over SVM and LSTM in all indicators. 

Finally, the project carries out monitoring and early warning, 
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and monitors the dynamic changes of public opinion 

according to the results of sentiment analysis. By setting 

thresholds or establishing early warning models, when 

public opinion is abnormal or exceeds a certain level, the 

system can issue early warning information to attract the 

attention and response of relevant departments or enterprises 

in a timely manner. On the whole, the project obtains the 

text through the regular operation of the data collection 
program, and carries out the above analysis and processing, 

obtains the focus of attention and emotional trend 

assessment report of the new crown prevention and control, 

and gives timely warning. 

 

 

 

 

 

 

II. STRUCTURAL DESIGN OF PUBLIC OPINION 

MONITORING AND EARLY WARNING 

MODEL FOR NEW CROWN PREVENTION 

AND CONTROL IN THE POST-EPIDEMIC 

ERA 

 

The project's scheme design identifies relevant 

research subjects through social research, then gathers 
successful rural revitalization cases through methods 

such as crawler programs. These cases are classified 

and labeled. Following data processing, the Jieba word 

segmentation package is utilized to eliminate stop words, 

followed by PCA to extract keywords and establish a f 

eature word library. K Nearest Neighbors, logistic 

regression, and regression forest models are employed 

for training and testing, ultimately selecting an optimal 

model design system. 

 
Fig 1 Structure Diagram of the Public Opinion Monitoring and Early Warning model for COVID-19  

Prevention and Control in the Post-Epidemic Era 
 

A. Data Collection 

Through in-depth research on the types of web 

crawlers, web scraping strategies, and crawler technologies, 

the data collection was realized by using web crawlers on 

Weibo, Douban, Tieba, Zhihu, Post Bar, Tiktok and other 

platforms. 

 

B. Data Processing 

 

 Text Cleaning 
In the research of deep learning public opinion 

monitoring and early warning technology, text data often 

comes from different channels, such as news, social media, 

forums, etc., so there are various forms of noise and 

cluttered information. In order to improve the accuracy and 

reliability of the model to public opinion, text cleaning is 

required. 

 

 Remove Stop Words 

The handling of stop words is an important part of text 

cleaning. Stop words are those words that appear frequently 

in text but lack actual meaning, such as "of", "is", "and", etc. 

By establishing a stop word list, these stop words can be 

removed from the text to reduce distractions and noise. 

 

 Participle 
Tokenization is the process of dividing text into 

meaningful words or phrases, which can help identify 

keywords or hot topics in the text. This processing method 

can extract features with more information and expressive 

ability, and provide better data support for model training 

and prediction. 
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Fig 2 Word Segmentation 

 

 Text Tags 

In the research of public opinion monitoring and early 

warning technology based on deep learning, text tagging 

refers to the process of labeling or classifying key 
information in text. Through text tagging, public opinion 

texts can be classified, sentiment analysis, event 

identification and other tasks, so as to achieve effective 

monitoring and early warning of public opinion. 

 

For the sentiment analysis task of our project, each text 

data can be given a positive, negative, or neutral sentiment 

label. This can be achieved by manually annotating or 

training using an existing annotated sentiment dataset. 

Second, you need to build a labeled dataset. A labeled 
dataset is a dataset that pairs public opinion text with 

corresponding labels. The construction of the annotation 

dataset requires human involvement, and each text is labeled 

by professional annotators according to the defined set of 

tags to ensure the accuracy and consistency of the labels. So 

as to construct a thesaurus of features. 
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Fig 3 Feature Thesaurus 

 

 Data Segmentation and Collection Construction 

The purpose of data segmentation and collection 

construction is to ensure the accuracy, diversity and 

reliability of data in the process of training, validating and 

testing the model. 

 

Data segmentation usually involves dividing an 

existing dataset into three parts: the training set, the 

validation set, and the test set. The specific division ratio can 
be determined based on the task requirements and the size of 

the dataset. This is because 70% of the training set and 30% 

of the test set are the easiest to find partitions in a large 

number of experiments [1]. Therefore, the division of this 

project uses 70% of the training set, 15% of the validation 

set and 15% of the test set. Such a division can ensure that 

the model can fully learn the data while evaluating the 

model's generalization ability through the validation set and 

the test set. 

 

 Word Clouds 

Keyword extraction by Term Frequency-Inverse 

document frequency (TF-IDF) is used for text information 

retrieval and mining in many domains, such as news text, 

social contact text, and medical text [2]. The Term 

Frequency-Inverse Document Frequency (TF-IDF) 

algorithm is also a commonly used text feature extraction 
method to evaluate the importance of a word to a document 

in a document set or corpus. 

 

In this project, we use the TF-IDF algorithm to extract 

keywords in the text and generate a visual cloud word map. 

Through the cloud word map, we can qualitatively analyze 

and intuitively feel the frequency or importance of the words 

in the data set. 
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Fig 4 Word Cloud Diagram 

 

C. Deep Learning Sentiment Classification Model 

As prediction models assist policymakers in making 

decisions based on expected outcomes [3]. So this project 

establishes a deep learning sentiment classification model. 

The overall model architecture adopted by the project is 

shown in Figure 5, which first converts the input text into 

word vectors using the Bert model, then further extracts 

high-level features through the transformer structure, and 

finally uses the softmax activation function to output a 

classification result. 

 

 
Fig 5 Flow Diagram of a Deep Learning Sentiment Classification Model 

 

 Input Layer Design 

The input layer of the deep learning sentiment analysis 

model is the first layer in which the model receives text data, 

and the design depends on the form of the text data and the 

architecture of the model. 

 

We use Word Embeddings, a technique for mapping 
words in text as continuous vectors. Diagram is mapped to 

vectors that can act as input layers to convert words in text 

into vector form. Word Embedding is a technique that maps 

words into a vector space to convert discrete text data into 

continuous numerical representations. Word embeddings 

can capture the semantics and associations between words, 

providing a richer representation of features for machine 

learning models. 

 

 Hidden Layer Design 

The hidden layer of the deep learning sentiment 

analysis model is the core part of the feature learning and 

information extraction in the model. Choosing the 

appropriate network structure is crucial to the task of 
sentiment classification. The hidden layer design of the 

model depends on the complexity of the model and the 

nature of the task. Bert networks and long short-term 

memory networks (LSTMs) are commonly used neural 

networks in natural language processing, and Transformer is 

one of the most advanced neural network architectures. First 

of all, we can choose the Bert model, which stands for 
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Bidirectional Encoder Representations from Transformers, 

which is a bidirectional pre-trained language model based on 

the Transformer architecture. BERT uses a multi-layer 

Transformer encoder as an infrastructure that enables 

unsupervised training on a large corpus to obtain high-

quality linguistic representations. Bert has achieved SOTA 

results in a number of natural language processing tasks, and 

the Bert model is used for vectorization in this project. 
 

In the end, we tried and chose BTSnet. This model 

combines the advantages of BERT, Transformer and LSTM, 

using BERT to extract context information, Transformer to 

extract sequence features, and LSTM to model sequence 

information. This structure can better capture the semantic 

and contextual relationships in the text, improving the 

accuracy of text understanding and prediction. 

 

 Output Layer Design 

The output layer is used to map the features learned 

from the hidden layer to the sentiment category and output 
the classification results. Typically, the softmax activation 

function is used so that the output value of each category is 

expressed as a probability, and the model selects the class 

with the highest probability as the prediction outcome. 

 

 Model Training 

 

 Environmental Settings 

 

 Configure logs to track the training process and record 

key information during the training process. 
 Set up a random seed to guarantee the reproducibility of 

the experiment, which helps to reproduce the results. 

 

 Training Process 

Overfitting: Due to lack of data, overfitting 

ubiquitously exists in real-world applications of deep neural 

networks (DNNs) [4]. Overfitting describes the phenomenon 

where a highly predictive model on the training data 

generalizes poorly to future observations [5]. When 

overfitting occurs, a model learns so well on the training 

data that it starts capturing random noise or detail in the data; 

It's not just the underlying pattern. As a result, such models 
often do not perform well on new, "unseen data." 

 

Ways to solve overfitting: Dropout is a regularization 

technique used to prevent overfitting of neural networks. 

During training, some of the neurons in the network are 

randomly discarded with a certain probability so that the 

network does not depend too much on any one neuron. In 

the code, the dropout rate is set in the range of 0.1 to 0.3. 

Overfitting can also be solved by using an early stop 

strategy. 

 
Early stop strategy: Early stop works by evaluating the 

performance of the model on an independent validation 

dataset at the end of each training cycle (or epoch). If the 

performance of the model does not significantly improve or 

even deteriorates in several consecutive epochs, the training 

process will be terminated early to prevent overfitting of the 

model. 

Hyperparameters: Hyperparameters are key parameters 

in machine learning and deep learning models that are set 

before model training, rather than learned through the 

training process. The selection of hyperparameters plays a 

crucial role in the performance and behavior of the model, 

therefore selecting appropriate hyperparameters is crucial 

for achieving good model performance. The 

hyperparameters used in this project include learning rate, 
batch size, optimization metrics, etc. Optimization of 

hyperparameters using grid search method. 

 

Learning rate: In the optimizer settings, the learning 

rate is the parameter that controls how much the model's 

weights are adjusted. A learning rate that is too high can 

lead to an unstable training process, while a learning rate 

that is too low can lead to a slow training speed. 

 

Batch size: Batch size refers to the number of data 

samples used to calculate gradients and update network 

weights in each training iteration. The smaller batch size can 
improve the generalization ability of model training; 

However, it may increase the noise of the training process. 

Larger batch sizes can speed up the training process and 

improve stability, but they can also cause memory usage 

issues. In the code, the choice of batch size is 32 or 64. 

 

Optimization metrics: For Chinese text sentiment 

analysis tasks, the model first needs to convert the Chinese 

text into a form that the model can understand through 

preprocessing and encoding (for example, encoding through 

the BERT model), then output the predicted probability of 
each category. Considering that the traditional softmax 

cross-entropy focuses on fitting or classifying the training 

data accurately [6]. Finally, the text uses Cross Entropy Loss 

to guide model training and improve classification accuracy. 

Cross-entropy loss measures the difference between the 

probability distribution predicted by the model and the 

probability distribution of the true label. 

 

Grid Search: Grid search is a common method for 

model hyperparameter optimization, mainly to find the best 

combination of model parameters to improve the 

performance of the model. It is an exhaustive search 
technique that is achieved by systematically traversing 

multiple parameter combinations. Tuning of 

hyperparameters is performed with a grid search cross-

validation approach [3]. A grid-search was used to 

determine the fastest and most-accurate combination of 

preprocessing parameters and phase-forecasting algorithms 

[7]. 

 

In this experiment, an early stop mechanism is 

implemented to avoid overfitting, and the training is stopped 

when the verification loss does not improve after a certain 
number of times. Prepare batch data and transfer the data to 

a device such as a GPU or CPU. Set up hyperparameter 

search, train, validate, and test models. Define 

hyperparameter combinations, grid search method, and 

combine these parameters until the optimal solution is 

selected, the best model is trained, and the best evaluation 

indicators are achieved. 
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 Model Evaluation and Optimization 

In this experiment, we used the BTSnet deep learning 

model, and we compared the evaluation indicators of 

accuracy, F1 score, precision, and recall with SVM and 

LSTM, respectively. 

 

We find that compared with traditional machine 

learning algorithms such as SVM (Support Vector Machine), 
the deep learning model using BTSnet 

(BERT+Transformer+LSTM) has a significant effect on 

accuracy, F1 score (F1_score), Precision and recall 

increased by 5.18, 5.64, 8.54 and 2.25 percentage points, 

respectively. This is because SVMs are sensitive to noise 

and overlapping data. If there is noise in the dataset or if 

there is overlap between classes, the SVM may be overfit or 

underfitted. 

 

Compared with the deep learning model used for 

sequential data processing using LSTM (Long Short-Term 

Memory Network), the accuracy (F1_score), F1 score (), 
precision and recall rate (recall) were improved by 3.36, 

1.77, 6.28 and 1.28 percentage points, respectively. This is 

because the gating mechanism of the LSTM can selectively 

forget or retain the information of the input sequence, but in 

some cases may over-forget important information. This can 

cause the LSTM to lose critical contextual information when 

processing some long sequences. 

 

BTSnet makes use of Bert and Transformer models, 

which are better able to capture semantic relationships in 

text when handling natural language tasks. Bert learns rich 
linguistic representations through pre-training and is able to 

better understand the relationships between words and 

sentences. The Transformer model can establish a global 

dependency relationship through the self-attention 

mechanism and better handle long-distance dependencies. 

This gives BTSnet an edge in terms of semantic 

understanding. The LSTM model in BTSnet can effectively 

model contextual information. Through memory cells and 

gating mechanisms, LSTMs are able to capture long-term 

dependencies in input sequences and pass historical 

information to the current time step. This allows BTSnet to 

better understand contextual information in the text, which 
can improve the performance of classification or prediction 

tasks. 

 

Table 1 Comparison of BTSnet with SVM and LSTM 

Model 
Evaluating Indicator 

Accurary F1_Score Precision Recall 

SVM 80.36 79.27 78.09 81.68 

LSTM 82.18 83.14 80.35 82.65 

BTSnet 85.54 84.91 86.63 83.93 

 

D. Public Opinion Monitoring and Early Warning System 

Design 

 

 Design of Public Opinion Monitoring Module 

Public opinion data monitoring is displayed in the form 

of dynamic charts through multi-dimensional analysis of 
processed public opinion and public opinion capture. This 

module is completed with the help of the ECharts charting 

tool, through which the current hot topic microblog can be 

analyzed by word cloud diagram and daily public opinion 

data collection. 

 

To use ECharts to implement data statistics and 

analysis, you first need to obtain the data that needs to be 

displayed in the chart in the database in the GetCharts() 

method in the backend controller, and return it in Json data 

format. The following takes the statistical line chart of 
popular topics on Weibo as an example to extract the names 

of popular topics and the number of netizens who 

participated in the topic discussion under the hot topic from 

the database: 

 

var list = db. MyBlog.GetChart; 

 

return Json new  total = list. Total, data = list , 

JsonRequestBehavior.Allow(), Get; 

 

Second, create a div with the specified ID in the front-

end page to store the line chart. It should be noted that you 
need to introduce the downloaded JS and ECharts theme 

styles into the front-end page, otherwise the page will not be 

able to find the definition of echart. 

 

Get the name of the Weibo topic and the number of 

participants that are successfully returned in the background 

in JS, and the Json type that will be returned 
 

The data is extracted and stored in an array and 

provided to ECharts for calling. 

 

var topicsName = []; //Create Array 1 to store the Weibo 

topic name 

 

var topicsCount = []; //Create Array 2 to store the number of 

topic participants 

 

for ( var i = 0; i < topics.data.length; i++){ 
 

topicsName[i] = topics.data[i]. Blog;  //Extract Weibo topics 

 

topicsCount[i] = topics.data[i]. Count; } //Extract the 

number of thread entries 

 

On the premise that the DOM element has been defined, the 

ECHARTS object needs to be initialized first, that is: 

 

echarts.init( document.getElementById ( 'topicRank' ) ); 

 

Next, you need to configure the basic parameters of the 
line chart, and you can set the title of the line chart through 
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the "title" parameter - "Weekly Public Opinion Collection 

Trend"; Add a legend to the line chart via the "legend" 

property; The type of coordinate axis is determined by the 

"type" parameter of "x axis", where "value" indicates that 

the coordinates are numeric types, mainly for continuous 

data. "category" indicates that the coordinates are 

categorical, mainly for discrete data, in this case, you need 

to give "data" 
 

The parameter assignment category. "time" indicates 

that the coordinates are time-based. In addition, it can be set 

by the "data" parameter of "series". 

 

The data displayed on the y-axis, in this case, is 

topicsCount[i]; Set the color properties of the polyline by 

setting the "color" parameter; grid parameter to set the grid 

properties. After the above settings are completed, the 

setOption() function loads the parameters and data for the 

echarts object: my Chart.set Option option. Figure 10 shows 

the effect of the line chart of one-week public opinion data 
statistics. 

 

 Design of Public Opinion Early Warning Module 

The main early warning methods used in this project 

are keyword early warning and trend early warning, 

keyword early warning is to send an early warning notice 

once the early warning keyword appears in the monitored 

public opinion information, and the trend early warning is 

issued after the total amount of public opinion information 

or negative information exceeds the conventional volume 

range, and the user can customize the early warning type 
through the front-end page, such as keyword early warning, 

trend early warning and so on. 

 

In the new alert task page, you can set the alert task 

name, alert topic keywords, or alert thresholds as needed. 

After the task is successfully created on the new page, the 

system automatically obtains the current time as the creation 

time of the alert keyword, and the task can be modified 

through the "Edit" button, and the "Modify Time" is also 

updated immediately. When the system captures public 

opinion related to keywords, the public opinion information 

will be classified and displayed according to the type of 
warning and its early warning keywords, so as to achieve the 

effect of real-time monitoring of sensitive keywords, which 

will help the public security and relevant departments to 

control online speech in real time, monitor target events and 

keywords, and ensure the healthy development of public 

opinion of information. The trend warning function is to 

create an alert name and an alert threshold, and the system 

will issue an alert to the user by judging whether the set 

threshold is exceeded. It is mainly divided into forwarding 

early warning, comment early warning, etc., such as when 

the system detects that the number of retweets of a 
microblog exceeds 2000, and the system monitors the 

participation of a topic exceeds 10000, etc., when the system 

captures the scene, the early warning public opinion will be 

classified and displayed on the real-time warning page, so as 

to timely monitor the heat change trend of network 

emergencies, which will help the public security department 

to control the development trend of the situation in a timely 

manner, achieve emergency response, and prevent public 

opinion events from causing adverse social impacts. 

 

III. CONCLUSIONS 

 

In the post-epidemic era, the research and application 

of key technologies for public opinion monitoring and early 

warning in COVID-19 prevention and control will remain 
crucial in advancing scientific, precise, and intelligent 

epidemic management. The continuous innovation and 

enhancement of these technologies will not only strengthen 

society’s ability to respond to public health emergencies but 

also optimize decision-making processes, improve resource 

allocation, and enhance early intervention strategies. By 

integrating advanced data analytics, artificial intelligence, 

and real-time monitoring, these innovations will contribute 

to a more resilient and adaptive public health system, 

ultimately safeguarding the well-being of communities and 

ensuring long-term preparedness for future health crises. 
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