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Abstract: Anomaly detection in domestic energy consumption is crucial for improving energy efficiency, identifying faulty 

appliances, and identifying unusual patterns of consumption. In this paper, the Isolation Forest (IF) algorithm is employed 

to detect anomalies in domestic appliance power consumption. The data consists of high-resolution (1Hz) domestic appliance 

power measurements with three chosen features: DISHWASH, HEATHOME, and AIRCOND, corresponding to dishwasher 

consumption, home heating, and air conditioning, respectively. These features were selected because they are major 

contributors to overall energy usage and have the ability to point towards unusual trends. Preprocessing involved 

normalizing the selected features and using Isolation Forest for anomaly detection. IF separates anomalies by recursive 

partitioning, effectively separating outliers from regular data. KDE analysis identified that all three features have a bimodal 

distribution, which indicates different consumption patterns. Pair plot and 3D visualization outcomes verify that IF 

accurately detected two separate outliers. Further, the histogram of IF anomaly scores verify these results, wherein a 5% 

contamination level is utilized to distinguish normal and anomalous points. The findings show that unsupervised machine 

learning models such as Isolation Forest are able to identify effectively anomalies in household energy consumption, 

providing information on potential energy losses and system errors. The study aims to enhance smart energy monitoring 

systems through predictive maintenance and energy optimization applications. 
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I. INTRODUCTION 

 
The past few years, technologies in smart home sensors 

have developed significantly and have been able to capture 

and exchange information more efficiently. Applications of 

artificial intelligence and machine learning (ML) have made 

the outcomes more accurate and solid. This has enabled a lot 

of applications to perform intricate calculations with ease. 

One of them is human activity recognition (HAR), 

particularly recognizing abnormal user behavior in the home 

[1]. 

 

Anomaly detection is a method that defines any 
irregular occurrence in a dataset [2]. In the context of a smart 

home, this method can be of great interest since one's daily 

routine usually represents their physical and mental health. 

Through the monitoring of these routines, the system may 

identify deviations from standard activities, which can 

suggest changes in health or cognitive function, such as the 

onset of dementia [3]. This technology is most useful for 

people who do not want to stay at home but go to healthcare 

facilities, such as the elderly [4]. 

 

A typical anomaly detection system comprises two 

major steps. The first step is to collect data from the real-
world environment with sensors, either vision-based or 

sensor-based, depending on the domain [5]. The second phase 

is the behavior analysis phase where anomalous behaviors are 

identified and proper ML methodologies are utilized for 

distinguishing normal behavior from anomalous behavior. 

Anomalous behavior commonly arises when an activity is 

undertaken at an unknown time [6] or in an unrecognizable 

frequency and pattern. 

 

There are three machine learning (ML) strategies to 

detect anomalies, namely, supervised, unsupervised, and 
semi-supervised learning [7]. The selection of the technique 

is based on the type of dataset. Supervised learning, which 

uses labeled data, is the methodology used in this research. 

ML tasks typically come in two flavors: classification and 

regression [8]. Classification is concerned with discrete 

outputs, whereas regression estimates continuous values [9]. 

Binary classification involves the model producing one of 

two values, e.g., true/false or 0/1[10]. Because this research 

classifies behavior into either "normal" or "abnormal," it is 

applicable to a binary classification problem. In this case, 
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"abnormal" is used to denote aberrations in smart home 

appliance and kitchen activity use. 

 

Various studies have investigated the use of supervised 

ML methods for anomaly detection in smart home settings, 

resulting in notable contributions to the field [11]. This study 

extends prior work by tackling an important challenge: 

dependence on various activities for detecting anomalies. The 
objective of this research is to identify unusual behavior in a 

smart home from data collected from smart kitchen 

appliances. 

 

II. RELATED WORK 

 

Technological improvements in artificial intelligence 

and machine learning have greatly improved anomaly 

detection in smart home settings. Researchers have 

investigated numerous machine learning methods to examine 

sensor data and detect abnormal behavior patterns. The 

research aims to enhance the accuracy and efficiency of 
abnormal activity detection, especially in health monitoring 

and assisted living applications. This part is a summary of the 

previous research on machine learning-based anomaly 

detection, and its major methodologies, challenges, and 

contributions. 

 

Jakkula and cook [12] utilized a One-Class Support 

Vector Machine (OC-SVM) for anomaly detection in home 

automation, leveraging the Weka tool [13]. Sensor readings 

were obtained from major areas, the dining room, kitchen, 

and living room, to observe behavioral patterns. The OC-
SVM model performed well, with 0.5 as the type I error rate 

and 1 as perfect score for precision, recall, and F-measure. 

But the model was trained on normal behavior instances only, 

i.e., type II error was not indicated, which may affect its 

reliability in actual usage. 

 

Likewise, Palaniappan, Bhargavi, and Vaidehi [14] 

proposed a method to identify abnormal activities by 

iteratively removing potential normal activities based on a 

state transition table and a multi-class SVM. In Java 

implementation, their SVM-based system successfully 

minimized computational time using a kernel function for 
training. The research incorporated nine various activities, 

and in order to handle the vast amount of raw data, the sliding 

window technique was utilized to divide the dataset and 

regulate the data flow rate. The preprocessing procedure 

helped to obtain a total accuracy of 94.4%, which testifies to 

the successfulness of the presented approach in detecting 

deviations in everyday activities in a smart home 

environment. 

 

Ardebili, Eken, and Küçük [15], and Han, Yang, and 

Huang [16] investigated several machine learning algorithms, 
such as Support Vector Machine (SVM), Random Forest 

(RF), Decision Tree (DT), and k-Nearest Neighbors (KNN), 

to compare their performance for anomaly detection. The 

comparison among these models offered insights into system 

stability and real-world applicability. 

 

Ardebili et al. [16] used sensor-based data in the first 

study for anomaly detection and achieved accuracy rates of 

73% using SVM, 87% using RF, 79% using DT, and 68% 

using KNN. The results showed that RF performed better 

compared to other models in classification accuracy and thus 

holds potential for real-world implementation. Han et al. [15] 

applied a vision-based sensor system for fall detection, 

comparing the same ML methods. Their findings exhibited 
greater precision, at 96% for SVM, 93% for RF, 88% for DT, 

and 92% for KNN. The performance of vision-based systems 

being better indicates their ability to detect crucial events, like 

falls, in smart homes. In addition, Elhadad and Tan [17] 

employed RF and KNN-based anomaly detection system with 

special emphasis on two features: time sequence and activity 

sequence. They obtained an accuracy of 85% in their model, 

thus proving the relevance of sequential data in detecting 

behavioral anomalies in smart home applications. 

 

III. METHODOLOGY 

 
Herein, applied an anomaly detection method via 

machine learning models to detect suspicious patterns in 

home energy consumption. Our dataset has three important 

features: DISHWASH, HEATHOME, and AIRCOND, 

which are the most pertinent attributes to select concerning 

energy usage patterns. Our method is structured around a 

pipeline format with the steps of data preprocessing, 

standardizing features, Isolation Forest and Local Outlier 

Factor (LOF)-based anomaly detection, and visualizing 

results. The performance of the models was tested with 

anomaly distribution analysis, model agreement, and 
visualization of anomaly scores. 

 

 
Fig 1 Poposed Methodlogy 
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 Dataset Description:  

The data contains residential appliance power 

consumption recorded at a timestamp resolution of 1Hz. The 

timestamp field is the date and time in Excel's serial day 

format, counting days from January 1, 1900, at 12:00 AM. 

This can be reformatted to show regular date and time values 

through Excel's number formatting. The other columns 

include power consumption data for different domestic 
appliances. Two columns are used for each appliance: one 

column for measured values (e.g., 

DP2_Condenser_Power_Val (Actual Values)) and a second 

column that shows the unit of measurement (e.g., 

DP2_Condenser_Power_Units). The majority of power 

values are in Watts. Three special columns with VAR_Val 

instead of Power_Val hold reactive power measurements, and 

their units are listed in VARs instead of Watts. The column 

names provide the names of the respective appliances. The 

data comes from home load measurements on May 2, 2016. 

 

 Selected Features:   

Three significant fetures DISHWASH, HEATHOME, 

and AIRCOND in this research work to study anomalies in 

domestic energy consumption. DISHWASH indicates dish 

washer usage patterns, HEATHOME represents heating 
system activity, and AIRCOND represents air conditioning 

usage. These features were used because they contribute 

significantly to overall energy consumption and have the 

capability to indicate unusual patterns like irregular or over 

usage, which might be indicative of malfunctioning 

appliances or aberrant behavior. By using anomaly detection 

methods, we intend to determine deviations that could be 

used for maximizing energy efficiency and system faults 

detection. Below Figure Shows the features distribution. 

 

 
Fig 2 Feature Distribution of Selected Features 

 

The below plot displays Kernel Density Estimation 

(KDE) plots, showing the distribution of three attributes: 

DISHWASH, HEATHOME, and AIRCOND.  Each of these 

attributes has a bimodal distribution, which implies two 

different groups in the data. There is a smaller peak close to 

0 for every feature, whereas a broader, higher peak exists at 

around 1.  HEATHOME has the maximum density at the 

higher peak, followed by AIRCOND and then DISHWASH.  

The shapes of the distributions are quite comparable, pointing 

towards possible correlation or common underlying 

determinants for these features. 
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Fig 3 KDE Method 

 

Isolation Forest (IF) is an unsupervised anomaly 

detection algorithm that separates anomalies rather than 

profiling typical instances. It operates by randomly choosing 

one feature and then dividing the data at a random value along 

that feature. As anomalies are rare and dissimilar from typical 

data, they are separated in fewer divisions. This renders 
Isolation Forest efficient and scalable, even for high-

dimensional datasets. The algorithm gives anomaly scores 

depending on the number of splits required to separate a point 

lower score for anomalies. IF is extensively applied in fraud 

detection, network security, and industrial monitoring 

because it is fast and efficient in identifying outliers without 

needing labeled data. 

 

 

 

 

IV. RESULTS 

 

Diagonal plots indicate distribution of every feature 

where blue identifies normal data points and red does the 

anomalies. Remarkably, there are merely two anomalies 

pinpointed in each and every feature, implying the presence 
of sparse anomalies. The off-diagonal plots indicate scatter 

plots of each pair of features further highlighting isolation of 

these two anomalies from other data points within the cluster. 

The Anomaly_LOF column, probably a Local Outlier Factor 

value, clearly distinguishes between the outlier-free points 

with low values close to zero and the two outliers with higher 

values. Overall, the plot demonstrates how the Isolation 

Forest algorithm successfully singles out these two data 

points as individual outliers among the rest of the dataset, 

exhibiting the algorithm's capability to identify anomalies in 

a high-dimensional feature space. 

 

 
Fig 4 Pairt plot for anmoly detection using isolation forest Isolation Forest detected 258 anomalies out of 5686 samples (4.54%) 
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The below histogram illustrates the distribution of 

anomaly scores obtained from an Isolation Forest algorithm, 

a technique for outlier detection. The x-axis is the anomaly 

score, with lower scores meaning higher probability of being 

an anomaly. The y-axis indicates the frequency of data points 

within each range of scores.  The graph is overlaid with a 

Kernel Density Estimation (KDE) curve, a smoothed view of 

the distribution of scores. A dashed red vertical line indicates 
the 5% level, which is the boundary below which data points 

are defined as anomalies.  The histogram shows a bimodal 

distribution with a dense cluster of data points with scores 

close to 0.15, which represents normal data, and a sparse 

cluster with scores lower than the 5% level, which represents 

possible anomalies. The existence of data points with scores 

well below zero indicates that the algorithm has picked up on 

obvious outliers.  The 5% threshold does a good job of 

distinguishing between the bulk of the distribution and the 

lower-scoring outliers, showing the algorithm's capability to 
detect deviations from the typical data patterns. 

 

 
Fig 5 Vissualization of Anomly Detection Score 

 

V. CONCLUSION 

 

This research proved the efficacy of the Isolation Forest 

(IF) algorithm in identifying anomalies in residential energy 

consumption, particularly on three of the most significant 

household appliances: dishwasher (DISHWASH), home 

heating (HEATHOME), and air conditioning (AIRCOND). 
The findings show that IF effectively detected abnormal 

energy consumption patterns, which may indicate possible 

energy losses, malfunctioning appliances, or abnormal user 

behavior. Kernel Density Estimation (KDE) analysis 

confirmed that the features follow a bimodal distribution, 

which indicates different consumption behaviors. Visual 

examination using pair plots and 3D visualizations also 

confirmed that the model could identify outliers. The IF 

anomaly score histogram also confirmed the results, verifying 

the robustness of the methodology. Through the use of 

unsupervised machine learning methods such as Isolation 
Forest, intelligent home monitoring systems can be used to 

optimize energy efficiency, facilitate predictive maintenance, 

and aid in automated fault detection. Additional work may 

consider the integration of other appliance data, improving 

model performance through hybrid methods, and integrating 

real-time anomaly detection to provide proactive energy 

management 
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