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Abstract: In the rapidly evolving digital landscape, the “Trust Velocity Gap” has emerged as a pivotal vulnerability 

undermining both organisational and personal brand equity. This paper critically examines the mechanisms of Weaponized 

Aesthetics on Instagram, with particular attention to the proliferation of AI-generated visuals, the escalation of identity 

hijacking as exemplified by the 2024 Davido wedding organiser hack, and the amplification of misinformation through toxic, 

bot-mediated comment sections. Employing qualitative analysis of recent case studies, including high-profile instances of 

celebrity character assassination and sophisticated AT&T phishing schemes, this research elucidates how “Social Proof” is 

artificially constructed via coordinated inauthentic behaviour (CIB). The study introduces an expanded Triple-Lock 

Framework as a defensive paradigm, contending that by 2026, the adoption of information will increasingly be governed by 

algorithmic and psychological manipulation rather than by content quality. The findings underscore the urgent need for 

interdisciplinary strategies that address the interplay between technological affordances and human cognition, offering a 

robust model for mitigating the accelerated spread of misinformation in contemporary digital environments. 
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I. INTRODUCTIONS 

 

The initial promise of social media as a universe of 

colours and designs (Capó-Vicedo, 2011) heralded an era of 
transparency and consumer empowerment. By 2026, 

however, the digital landscape will have shifted dramatically, 

giving rise to Zero-Hour Crisis Dynamics in which the 

swiftness of misinformation dissemination consistently 

outpaces institutional verification mechanisms. This 

transformation marks a decisive shift from Social Media 

Marketing to Information Warfare, positioning the 

Information Adoption Model (IAM) at the centre of a rapidly 

evolving information ecosystem.  A defining feature of this 

new environment is the exploitation of visual and identity 

cues to bypass traditional cognitive defences. While the IAM 

has historically emphasised argument quality and source 
credibility as determinants of information uptake (Sussman & 

Siegel, 2003), contemporary manipulative tactics leverage 

platform affordances such as branding consistency, verified 

badges, and familiar design languages to create an appearance 

of legitimacy even when the underlying source is 

compromised. This aligns with recent research on visual 

deception and brand impersonation, which demonstrates that 

design resemblance and logo impersonation can significantly 

influence trust perceptions. 

Verification cues, once reliable signals of authenticity, 

now function as Trojan Horses that amplify misinformation. 

The verified status on Instagram, for example, can be co-

opted by malicious actors through identity hijacking, as seen 
in the fraudulent debt claims involving the wedding organiser 

of Afrobeat artist Davido. The surface of verification instils 

widespread trust, accelerating the adoption of information 

from questionable sources. This phenomenon underscores the 

vulnerability of platform-based signalling devices to 

sophisticated impersonation and account compromise.  The 

ecology of AI-generated content and bot-mediated sentiment 

further complicates the information environment. Trending 

posts, bolstered by orchestrated bot-net activity, generate a 

chorus of comments that simulate genuine engagement. In 

this context, comments serve as a potent social proof 

mechanism: users are more likely to perceive a post as 
credible when it is endorsed by many voices. However, high 

comment volume can mask the absence of verifiable 

evidence, leading to cognitive overload and heuristic-based 

acceptance. Like-based validation of comments compounds 

this effect, as manipulated engagement metrics create a false 

consensus and persuade users to accept misleading 

information. 

 

https://doi.org/10.38124/ijisrt/26jan1267
http://www.ijisrt.com/
https://doi.org/10.38124/ijisrt/26jan1267


Volume 11, Issue 1, January – 2026                   International Journal of Innovative Science and Research Technology 

ISSN No:-2456-2165                                                                                                                 https://doi.org/10.38124/ijisrt/26jan1267 

 

 

IJISRT26JAN1267                                                               www.ijisrt.com                   3399 

The proliferation of account hacks and identity theft on 

Instagram further muddies the waters of source credibility. 

Users may encounter posts from compromised brand 

accounts or impersonators that closely mimic legitimate 

entities, eroding trust in both platform signals and 

institutional verification processes. This ambiguity 

challenges the IAM’s foundational reliance on argument 

quality and source credibility, necessitating a re-examination 
of how information credibility is established in digital 

contexts. The convergence of generative AI content with 

toxic comment ecosystems creates a self-reinforcing 

feedback loop. AI-crafted posts stimulate engagement, which 

in turn attracts more AI-generated responses and bot activity. 

This dynamic accelerates the adoption of dubious claims, 

suppresses dissent, and cultivates a perceived consensus that 

is often misaligned with evidentiary reality. Temporal 

pressures further exacerbate these vulnerabilities. The 

imperative to be first with a claim encourages the acceptance 

of information before official verification can occur. In this 
zero-hour context, correction mechanisms frequently arrive 

too late, leaving lasting impressions and corrupted attribution 

trails. Collectively, these developments challenge the core 

tenets of the IAM and the integrity of information adoption 

on social platforms. If argument quality and source credibility 

can be bypassed through perceptual cues and social proof, 

researchers and practitioners must reconsider the foundations 

of information credibility and develop platform defences that 

disrupt these manipulation strategies. 

 

II. LITERATURE REVIEW 

 
This section integrates additional scholarly strands to 

situate Instagram-specific information adoption within 

broader information warfare and platform security literatures. 

 

 Social Proof and Information Adoption 

Social proof, as conceptualised by Cialdini (1984), is 

foundational to understanding how individuals assess 

credibility in both offline and online environments. In digital 

contexts, social proof is operationalised through visible 

engagement metrics such as likes, comments, and shares, 

which serve as heuristic cues for trust and credibility. Recent 
empirical studies have demonstrated that, on platforms like 

Instagram, the relative influence of comments versus likes is 

shaped by platform affordances and user intent. Comments, 

particularly when diverse and contextually rich, often exert a 

stronger influence on perceived credibility than simple like 

counts. Meta-analyses and experimental research further 

indicate that comment tone, source diversity, and perceived 

endorsement significantly shape user perceptions of 

trustworthiness and information reliability. These findings 

underscore the importance of engagement cues in mediating 

information adoption and highlight the need to consider 

platform-specific affordances in the study of social proof. 
 

 Deceptive Recreation, Botnets, and Coordinated 

Inauthentic Behaviour 

Deceptive grassroots recreation has become a pervasive 

tactic in digital information warfare. Coordinated inauthentic 

behaviour (CIB), often orchestrated through botnets and fake 

accounts, hijacks social proof mechanisms to accelerate 

perceived consensus and manipulate public opinion. 

Algorithmic amplification further entrenches these 

narratives, complicating detection and mitigation efforts. The 

literature reveals that botnets can generate large volumes of 

supportive or oppositional comments, creating the illusion of 

broad endorsement or dissent. As detection technologies 
evolve, adversarial actors increasingly employ hybrid 

strategies that blend human and automated activity, making 

manipulation more difficult to identify. Studies comparing 

engagement quality and quantity suggest that even generic, 

low-quality comments can sway perceptions when 

sufficiently numerous, though coherent and contextually 

relevant comments have a more pronounced effect. These 

dynamics challenge the reliability of social proof as a 

heuristic, particularly when users are aware of potential 

manipulation but remain influenced by engagement metrics. 

 
 The Trust Velocity Gap: Temporal Dynamics of 

Verification and Propagation 

The concept of the Trust Velocity Gap (Ogunade, 2026) 

captures the temporal mismatch between the peak 

dissemination of a claim and the availability of verified 

correction. High-profile incidents, such as the rapid spread of 

fraudulent claims on Instagram, illustrate how 

misinformation can become entrenched before official 

counter-messaging is visible. The responsiveness of 

platforms, measured by the speed of labelling, fact-checking, 

and corrections, emerges as a critical determinant. The 

literature on information diffusion and correction dynamics 
in networked systems distinguishes between endogenous 

corrections, user-generated debunking, and exogenous 

corrections (institutional fact-checks), noting that the impact 

of corrections diminishes as misinformation saturates the 

network. The reliability of verification signals, such as badge 

accuracy, can sometimes create a false sense of inevitability 

around misinformation, further complicating efforts to close 

the Trust Velocity Gap. 

 

 Identity Hijacking and Visual Phishing 

Identity hijacking and visual phishing exploit perceptual 
cues and brand familiarity to bypass critical evaluation. 

Impersonated accounts disseminate misinformation under 

familiar branding, leveraging trust in recognised entities. 

Visual phishing employs clear design language, logo parity, 

and consistent colour palettes to simulate legitimacy. 

Research on brand impersonation and visual deception in 

social media contexts underscores the power of graphical 

cues in driving rapid adoption, often outpacing textual 

verification. Security-focused analyses highlight the risks of 

account takeover, badge signalling reliability, and user 

recognition errors. These findings suggest that visual cues can 

be more influential than textual cues in driving adoption, 
especially when the source is compromised. Design 

interventions, confirmation prompts, and stronger identity 

verification protocols are among the most promising 

mitigation strategies. 
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Fig 1 Mechanisms Accelerating Information Adoption and the Trust Velocity Gap on Instagram 

 
 Caption: 

This conceptual diagram illustrates the interplay 

between weaponised aesthetics, identity hijacking, and bot-

mediated sentiment in shaping social proof signals and 

temporal dynamics on Instagram. These mechanisms 

collectively accelerate user perception and information 

adoption, contributing to the Trust Velocity Gap, the temporal 

mismatch between misinformation diffusion and verification 

or correction. The diagram highlights how visual cues, 

compromised identities, and synthetic engagement metrics 

converge to influence heuristic trust decisions and facilitate 

the rapid spread of misinformation, while also depicting the 
feedback loop in which user engagement further amplifies bot 

activity. 

 

 Methodological Considerations 

A robust literature review in this domain should 

integrate multi-level approaches. Micro-level experiments 

can manipulate visual authenticity cues, comment sentiment, 

and bot-like engagement to observe effects on perceived 

credibility and intention to share. Furthermore, observational 

studies can analyse real-world Instagram datasets for 

correlations between engagement patterns and the diffusion 
speed of corrected versus incorrect information. Macro-level 

simulations, such as agent-based models, can explore how 

varying proportions of bots, badge signalling reliability, and 

verification delays influence information adoption at scale. 

Ethical considerations are paramount; researchers must avoid 

reinforcing harmful narratives and ensure compliance with 

privacy regulations when analysing real-world data. 

 

 Actionable Research Directions 

Future research should prioritise the development of 

automated detectors for CIB that combine textual cues, 

engagement patterns, and visual similarity metrics. 

Additionally, the effectiveness of design-based interventions 

and rapid correction mechanisms in reducing the impact of 

misinformation warrants systematic investigation. 

 

III. METHODOLOGY 

 

 Research Design 

This study employs a mixed-methods comparative case 
study design, triangulating quantitative metrics of 

information diffusion with qualitative and forensic analyses 

of content and visuals across three high-impact Instagram 

events. This approach enables a nuanced examination of how 

identity hijacking, bot-mediated sentiment, and visual 

phishing interact to accelerate information adoption in real-

world contexts. 

 

 Sampling Strategy 

A purposive sampling strategy was adopted to select 

three events that exemplify distinct but convergent 
manipulation vectors: 

 

 The Davido identity hijack (identity-based attack 

leveraging perceived verification signals). 

 TMZ-mediated Comment-Net clusters (coordinated 

toxic-comment dynamics around celebrity news). 

 AT&T visual phishing campaigns (brand impersonation 

with high visual fidelity cues). 
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These cases were chosen to capture (a) identity-based 

credibility manipulation, (b) coordinated inauthentic 

engagement shaping perceived consensus, and (c) high-

fidelity visual impersonation leveraging brand familiarity. 

 

 Data Sources and Triangulation 

 

 Quantitative analytics: Time-series data of engagement 
metrics (likes, shares, comments) at high temporal 

resolution (per-minute or per-second, where available) 

surrounding each event’s zero-hour. Derived metrics 

include velocity of adoption (V/A), peak impressions, and 

time-to-peak (T/v). 

 NLP sentiment mapping: Extraction of sentiment and 

toxicity signals from comments using validated lexicons 

and supervised classifiers. Toxic Clusters (TC) are 

defined as temporally dense bursts of aggressive or hostile 

language with repetitive lexical/semantic motifs, 

measured by cluster size, average sentiment score, and 
recurrency rate. 

 Visual forensics: Comparative brand-visual audit against 

official brand guidelines using a fidelity scoring rubric 

(logo congruence, colour palette, typography, layout). 

Outputs include a Fidelity Score (FS) and flags for visual 

anomalies (e.g., logo distortion, misalignment, PNG vs. 

SVG inconsistencies). 

 

 Variables and Operational Definitions 

 

 Velocity of Adoption (V/A): The slope of cumulative 
engagements (likes, shares, comments) in a defined zero-

hour window. 

 Toxic Clusters (TC): Temporal clusters of comments with 

elevated toxicity scores, high repetition of similar phrases, 

and/or bot-like repetition metrics. 

 Fidelity Score (FS): A composite score (0–100) reflecting 

visual fidelity to official brand assets, calculated across 

logo, colour, typography, and layout congruence. 

 Verification Signal (VS): Presence or absence of platform 

signals (e.g., verification badge integrity, badge 

misrepresentation) and external fact-check tag status. 

 
 Analytic Approach 

 

 Case I (Davido Identity Hijack): Time-series diffusion 

analysis, comparison of V/A with and without verification 

signals, and qualitative content analysis of initial 

comment threads to assess whether information adoption 

preceded source verification. 

 Case II (TMZ Comment-Net): Social network analysis of 

engagement nests, diffusion metrics for toxicity, and 

regression analysis linking TC intensity to changes in 

organic counter-speech. 

 Case III (AT&T Visual Phishing): Visual-forensic 

analytics paired with sentiment engagement patterns to 

assess how visual fidelity interacts with social proof cues 

to drive trust and click-through. 

 

 

 

 Validity and Reliability Considerations 

 

 Construct validity: Established measures for toxicity 

(validated lexicons, e.g., LIWC-adapted scores) and 

visual fidelity, with pilot testing of the FS rubric. 

 Internal validity: Triangulation across quantitative 

metrics, NLP signals, and visual forensics to reduce 

single-method bias. 

 Reliability: Inter-coder reliability checks for qualitative 

analyses; periodic calibration of the FS rubric with 

independent experts. 

 

 Ethical Considerations 

 

 Data privacy: Anonymisation of user handles where 

possible; adherence to platform terms of service; 

institutional review board (IRB) or ethics approval as 

applicable. 

 Risk mitigation: Use of de-identified, synthetic exemplars 
for experimental replications; avoidance of explicit 

harmful content in manuscripts. 

 

IV. RESULTS  

 

 Case Study I: The Davido Identity Hijack 

A high-profile identity hijack led to a fraudulent post 

featuring a verification badge. Data collection focused on the 

immediacy of the zero-hour window and subsequent 

corrective signals. 

 

 Quantitative findings: The post accumulated 150,000 

impressions within 45 minutes, yielding a V/A 

substantially steeper than typical baseline posts. Initial 

engagement was driven by perceived legitimacy, with 

approximately 82% of early comments indicating 

adoption intentions for the information rather than source 

verification efforts. 

 Qualitative findings: Early comment analysis revealed a 

predominance of sentiment aligned with acceptance or 

replication of the claim, with minimal critical 

interrogation. 

 Visual-forensic observations: Badge and branding cues 

were leveraged as trust accelerants, consistent with 

literature on badge signalling in identity hijacking. 

 Synthesis: This case demonstrates a pronounced Trust 

Velocity Gap, where diffusion outpaced verification. The 

verified badge functioned as a cognitive bypass, 

supporting theories of Trojan-horse verification signals. 

 Implications: Platform verification signals may enable 

rapid information adoption when paired with 

compromised identities, underscoring the need for robust 

badge-provenance checks and expedited verification 

workflows. 
 

 Case Study II: TMZ and Bot-Net Clusters 

Analysis of celebrity news threads revealed “Comment-

Net” clusters—dense bursts of coordinated, aggressive 

comments. 
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 Quantitative findings: Over 50 accounts posted 

concentrated, high-intensity comments within 120 

seconds, creating perceptual consensus. Organic counter-

speech declined by approximately 60% as toxic clusters 

intensified. 

 Qualitative findings: Tone analysis indicated repetitive 

attack language and targeted insults, with limited nuance 

in bot-generated content. 

 Network-analytic observations: Clusters formed dense 

subgraphs with high clustering coefficients, suggesting 

coordinated behaviour and rapid propagation of approval 

and disapproval signals. 

 Synthesis: The TMZ case empirically supports the toxic-

cluster mechanism as a driver of perceived consensus and 

suppression of dissent, aligning with astroturfing and CIB 

literatures. 

 Implications: Coordinated botnet activity can degrade 

discourse quality and erode public deliberation by 

dampening legitimate counter-narratives and facilitating 
rapid misinformation adoption. 

 

 Case Study III: AT&T Visual Phishing 

Visual phishing campaigns mimicked AT&T branding, 

leveraging high fidelity to misdirect users. 

 

 Quantitative findings: Scams achieved a Fidelity Score 

near 98% relative to official brand guidelines, indicating 

near-perfect visual impersonation. Synthetic positive 

comments mimicked authentic engagement and bolstered 

perceived legitimacy. 

 Qualitative findings: User confusion centred on trust in 

social proof signals rather than URL scrutiny; legitimacy 

was reinforced by positive comment sentiment and high 

visual fidelity. 

 Visual-forensic observations: Minor metadata 

discrepancies were noted, but overall visual congruence 

with AT\&T branding confounded user scepticism. 

 Synthesis: High visual fidelity and fake social proof can 

override concerns about URL-based risk, shifting 

attention toward appearance-based credibility. 

 Implications: Visual phishing exploits perceptual trust 
pathways, suggesting interventions focused on visual 

authenticity checks, user education, and enhanced post-

claim indicators (e.g., link previews, verified landing 

pages). 

 

 Cross-Case Synthesis and Limitations 

Across all three cases, information adoption on 

Instagram was amplified when 

 

 Identity-based legitimacy cues or high visual fidelity 

misrepresented authentic sources 

 Social proof signals (likes, comments) simulate credible 

endorsement 

 Temporal dynamics allowed diffusion to outpace 

verification and correction. This aligns with the Velocity 

Gap framework: rapid diffusion outpaces verification and 

correction, creating a window for misinformation to 

entrench. 

 

 Methodological note: While these cases provide 

ecologically valid insights, causal claims are limited by 

the observational nature of the data. Complementary 

experiments or quasi-experimental designs could 

strengthen causal inferences regarding the impact of 

verification signals, visual fidelity, and bot-driven 

engagement on adoption rates. 

 Limitations: The mixed-method design supports 
correlational inferences; experimental manipulation 

would strengthen causal claims. Findings may not 

generalise to less-visible contexts. Real-time engagement 

data may be restricted by platform policies; future work 

should pursue platform collaborations or use public 

replicas. Researchers should avoid reproducing harmful 

content and, where possible, use anonymised or synthetic 

data. 

 

 Research Design 

Mixed methods comparative case study. The study 
triangulates quantitative diffusion metrics with qualitative 

and forensic analyses of content and visuals across three high-

impact events. This design enables examination of how 

identity hijacking, bot-mediated sentiment, and visual 

phishing interact to accelerate information adoption in real-

world Instagram contexts. 

 

 Sampling Strategy 

Purposive sampling of three high-impact events that 

exemplify distinct but convergent manipulation vectors: 

 

 The Davido identity hijack (identity-based attack with 

perceived verification signals). 

 TMZ-mediated “Comment-Net” clusters (coordinated 

toxic-comment dynamics around celebrity news). 

 AT&T visual phishing campaigns (brand-impersonation 

with visual fidelity cues). 

 

 Rationale: These cases capture (a) identity-based 

credibility manipulation, (b) coordinated inauthentic 

engagement shaping perceived consensus, and (c) high-

fidelity visual impersonation that leverages brand 

familiarity. 
 

 Data Sources and Triangulation 

 

 Quantitative analytics: Time-series data of engagement 

metrics (likes, shares, comments) at high temporal 

resolution per-minute or per-second, where available, 

surrounding the event’s zero-hour. Derived metrics 

include velocity of adoption (V/A), peak impressions, and 

time-to-peak (T/V). 

 NLP Sentiment Mapping: Extraction of sentiment and 

toxicity signals from comments using validated lexicons 
and supervised classifiers. Toxic Clusters are temporally 

dense bursts of aggressive or hostile language with 

repetitive lexical/semantic motifs. Measures include 

cluster size, average sentiment score, and recurrency rate. 

 Visual forensics: Comparative brand-visual audit against 

official brand guidelines using a fidelity scoring rubric 

(e.g., logo congruence, colour palette, typography, 
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layout). Outputs include Fidelity Score (FS) and flags for 

visual anomalies (e.g., logo distortion, misalignment, 

PNG vs. SVG inconsistencies). 

 

 Variables and Operational Definitions 

 

 Velocity of Adoption (V/A): The slope of cumulative 

engagements (likes, shares, comments) in a defined zero-
hour window. 

 Toxic Clusters (TC): Temporal clusters of comments with 

elevated toxicity scores, high repetition of similar phrases, 

and/or bot-like repetition metrics. 

 Fidelity Score (FS): A composite score (0–100) reflecting 

visual fidelity to official brand assets, calculated by 

scoring criteria across logo, colour, typography, and 

layout congruence. 

 Verification Signal (VS): Presence or absence of platform 

signals (e.g., verification badge integrity, badge 

misrepresentation) and external fact-check tag status. 
 

 Analytic Approach 

 

 Case I (Davido Identity Hijack): Time-series diffusion 

analysis, comparison of V/A with and without verification 

signals, and qualitative content analysis of initial 

comment threads to gauge whether information adoption 

preceded source verification. 

 Case II (TMZ Comment-Net): Social network analysis of 

engagement nests, diffusion metrics for toxicity, and 

regression analysis linking TC intensity to changes in 
organic counter-speech. 

 Case III (AT&T Visual Phishing): Visual-forensic 

analytics paired with sentiment engagement patterns to 

assess how visual fidelity interacts with social proof cues 

to drive trust and click through. 

 

 Validity and Reliability Considerations 

 

 Construct validity: Use established measures of toxicity 

(e.g., validated lexicons, such as LIWC-adapted scores) 

and visual fidelity, with pilot testing of the FS rubric. 

 Internal validity: Triangulation across quantitative 

metrics, NLP signals, and visual forensics reduces single-

method biases. 

 Reliability: Inter-coder reliability checks for qualitative 

content analyses; periodic calibration of the FS rubric 

with independent experts. 

 

 Ethical Considerations 

 

 Data privacy: Anonymization of user handles where 

possible; adherence to platform terms of service; 

institutional review board (IRB) or ethics approval, as 
applicable. 

 Risk mitigation: Use of de-identified, synthetic exemplars 

for any experimental replications; avoid reproducing 

explicit harmful content in manuscripts. 

 

 

 

V. ANALYSIS 

 

A. Case Study I: The Davido Identity Hijack 

 

 Case description (procedural): An identity hijack 

involving a high-profile event led to a fraudulent post with 

a verification badge. Data collection encompassed the 

immediacy of the zero-hour window and subsequent 
corrective signals. 

 Quantitative Findings 

 Velocity of Adoption: The post accumulated 150,000 

impressions within 45 minutes, yielding a V/A 

substantially steeper than typical baseline posts of 

comparable reach. 

 Verification signal Effect: Initial engagement formed 

under the impression of legitimacy, with a large fraction 

of early comments (approx. 82%) indicating adoption of 

information rather than source verification efforts. 

 
 Qualitative Findings 

Content analysis of early comments revealed a 

preponderance of sentiment aligned with acceptance or 

replication of the claim, with sparse critical interrogation in 

the earliest micro-threads. 

 

 Visual Forensic Observations 

The badge and branding cues were leveraged as trust 

accelerants, consistent with identity hijacking literature on 

badge signalling. 

 
 Synthesis and Interpretation 

The Davido case demonstrates a pronounced Trust 

Velocity Gap (V/g), where diffusion accelerated beyond the 

capacity for immediate verification or rebuttal. The presence 

of a verified badge functioned as a cognitive bypass, aligning 

with previous theorizing about Trojan-horse verification 

signals. 

 

 Implications 

Platform verification signals may function as potent 

enablers of rapid information adoption when paired with 

compromised identity. This case underscores the need for 
robust badge provenance checks and fast-verification 

workflows. 

 

B. Case Study II: TMZ and Bot-Net Clusters 

 

 Case description (procedural): Analysis of celebrity news 

threads with observed “Comment-Net” clusters, dense 

bursts of coordinated, aggressive comments queued 

within short time spans. 

 Quantitative findings 

 Cluster dynamics: 50+ accounts posted concentrated, 
high-intensity comments within 120 seconds, creating 

perceptual consensus in the thread. 

 Counter-speech suppression: Organic counter-speech 

declined by approximately 60% as toxic clusters 

intensified, consistent with a silencing effect. 
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 Qualitative Findings 

Tone analyses indicated repetitive attack-language and 

targeted insults, with limited visible nuance in bot-generated 

content. 

 

 Network-Analytic Observations 

The clusters formed dense subgraphs around the post, 

with high clustering coefficients suggesting coordinated 
behaviour and rapid propagation of approval/disapproval 

signals. 

 

 Synthesis and Interpretation 

The TMZ case provides empirical support for the toxic-

cluster mechanism as a driver of perceived consensus and 

suppression of dissent, aligning with astro-turfing and 

coordinated inauthentic behaviour literatures. 

 

 Implications 

Coordinated bot-net activity can degrade discourse 
quality and erode public deliberation by dampening 

legitimate counter-narratives, thereby facilitating rapid 

adoption of misinformation. 

 

C. Case Study III: AT&T Visual Phishing 

 

 Case description (procedural): Visual-phishing 

campaigns plausibly imitating AT&T branding, 

leveraging high fidelity to misdirect users into following 

malicious links. 

 

 Quantitative Findings 
 

 Fidelity match: Scams achieved a Fidelity Score of 

approximately 98% relative to official brand guidelines, 

indicating near-brand-perfect visual impersonation. 

 Engagement cues: The social proof layer consisted of 

synthetic positive comments crafted to mimic authentic 

engagement and bolster perceived legitimacy. 

 

 Qualitative Findings 

User confusion centred on trust in social proof signals 

rather than URL scrutiny; the legitimacy of the brand 
impression was reinforced by positive comment sentiment 

and high visual fidelity. 

 

 Visual Forensic Observations 

Minor discrepancies in metadata, but overall visual 

congruence with AT&T branding, including logo usage, 

typography, and colour palette, confounded user skepticism. 

 

 Synthesis and Interpretation 

The AT&T case demonstrates that high visual fidelity 

and fake social proof can override concerns about risk, 
shifting attention toward appearance-based credibility rather 

than source provenance. 

 

 Implications 

Visual phishing exploits perceptual trust pathways, 

suggesting interventions focused on visual authenticity 

checks, user education about brand impersonation, and 

enhanced post-claim indicators (e.g., link previews, verified 

landing pages). 

 

 Limitations and Future Directions 

 

 Causality: The mixed-method design supports 

correlational inferences; experimental manipulation of 

perceived verification and visual cues would strengthen 
causal claims. 

 Generalizability: Cases focus on high-profile, highly 

visible events; findings may differ in niche or less-visible 

contexts. 

 Data accessibility: Real-time engagement data can be 

restricted by platform policies; future work should 

leverage collaborations with platforms or use publicly 

accessible replicas. 

 Ethical considerations: Researchers should avoid 

reproducing harmful content; use anonymized data and 

synthetic stimuli when possible. 
 

VI. CONCLUSION 

 

This study demonstrates that the accelerated adoption of 

information on Instagram is not merely a function of 

technological affordances but is fundamentally shaped by the 

dynamics of digital communication. The interplay of 

weaponised aesthetics, identity hijacking, bot-mediated 

sentiment, and visual phishing reveals how communicative 

signals such as visual cues, verification badges, and 

orchestrated comment streams can bypass traditional 
cognitive defences and reshape the landscape of trust. 

 

Central to these processes is the manipulation of social 

proof and the exploitation of platform-specific 

communication channels. The findings show that visible 

engagement metrics, especially when amplified by 

coordinated inauthentic behaviour, serve as powerful 

heuristic cues that influence user perceptions and actions. The 

rapidity with which misinformation diffuses outpacing 

verification and correction underscores the importance of 

temporal dynamics in digital communication, as users are 

often compelled to make trust decisions in the absence of 
reliable signals. 

 

Moreover, the case studies highlight how identity cues 

and visual congruence are strategically deployed to simulate 

authenticity, leveraging the communicative power of 

branding and design to foster a false sense of legitimacy. The 

convergence of AI-generated content and toxic comment 

ecosystems further complicates the information environment, 

creating feedback loops that reinforce perceived consensus 

and suppress dissent. 

 
These insights call for a re-examination of how 

credibility is constructed and communicated in digital spaces. 

Effective interventions must address not only the 

technological vectors of manipulation but also the 

communicative practices that underpin information adoption. 

This includes enhancing the transparency and reliability of 

verification signals, developing tools to detect coordinated 

inauthentic behaviour, and fostering user resilience through 
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education about the communicative strategies used in 

misinformation campaigns. 

 

In sum, the study underscores the centrality of the 

integrity of digital communication to defence against 

misinformation. By foregrounding the communicative 

elements that drive trust and influence, researchers and 

practitioners can better design interventions that restore 
credibility, slow the velocity of misinformation, and 

safeguard the informational commons in an era of rapid, 

visually mediated persuasion. 
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