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Abstract: The early diagnosis and accurate staging of pan-gastrointestinal malignancies remain significant clinical 

challenges due to tumor heterogeneity and the complexity of patient data. This research introduces a multimodal explainable 

artificial intelligence framework designed to integrate diverse biomedical data streams, including medical imaging, clinical 

records, and molecular profiling, to enhance diagnostic precision across upper gastrointestinal, hepatopancreatobiliary, and 

lower gastrointestinal cancers. Unlike traditional black-box models, the proposed approach incorporates interpretable deep 

learning architectures that provide transparent, feature-based explanations for clinical predictions. By improving staging 

accuracy and enabling data-driven treatment stratification, the framework supports personalized clinical decision-making 

and precision oncology. Experimental findings indicate that multimodal integration significantly outperforms single-

modality models in early lesion detection and outcome prediction. 
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I. INTRODUCTION 

 

Pan-gastrointestinal cancers represent a major global 

health challenge due to their high mortality rates and frequent 

diagnosis at advanced stages. For example, pancreatic cancer, 

in particular, is characterized by poor prognosis, with five-year 

survival rates remaining below ten percent in many regions [1]. 

The lack of effective early screening methods and nonspecific 

symptom presentation significantly contribute to delayed 

diagnosis and limited treatment options. Similarly, 

gastrointestinal malignancies including colorectal, gastric, and 

esophageal cancers exhibit complex clinical and biological 

heterogeneity, making accurate staging and personalized 

treatment planning difficult [2]. 

 

Recent advancements in artificial intelligence have 

transformed various domains of medical research, particularly 

in oncology. Deep learning models have demonstrated 

remarkable performance in analyzing radiological images, 

histopathological data, genomic information, and electronic 

health records for cancer detection and prognosis prediction 

[3]. Despite these achievements, most existing AI systems 

operate as black-box models, offering limited insight into the 

reasoning behind their predictions. This lack of transparency 

hinders clinical trust, regulatory approval, and widespread 

adoption in healthcare environments [4]. 

 

To address the limitations of single-modality approaches, 

multimodal artificial intelligence has emerged as a powerful 

framework for integrating heterogeneous data sources. By 

combining medical imaging, clinical features, laboratory 

results, and molecular biomarkers, multimodal models capture 

complementary information that enhances diagnostic accuracy 

and staging reliability [5]. However, the increased complexity 

of such integrated systems further amplifies concerns regarding 

interpretability and accountability. 

 

Explainable artificial intelligence aims to bridge this gap 

by providing techniques that make model decisions 

understandable to clinicians and researchers. Methods such as 

feature attribution, attention visualization, and interpretable 

surrogate models allow for the identification of influential 
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clinical variables and imaging regions contributing to 

predictions [6]. In oncology, explainable AI not only improves 

transparency but also facilitates the discovery of clinically 

meaningful biomarkers and supports evidence-based treatment 

strategies. 

 

This research proposes a multimodal explainable 

artificial intelligence framework designed to improve early 

detection, staging accuracy, and treatment stratification in pan-

+ gastrointestinal oncology. The proposed system integrates 

diverse clinical and biomedical data while incorporating 

explainability mechanisms to ensure transparent and reliable 

decision support. The primary contributions of this study 

include the development of an interpretable multimodal 

architecture, comprehensive evaluation across oncology-

related tasks, and demonstration of its potential to enhance 

precision medicine for complex gastrointestinal cancers. 

 

II. LITERATURE REVIEW 

 

➢ Artificial Intelligence in Cancer Detection and Staging 

Artificial intelligence techniques, particularly deep 

learning models, have been widely applied in oncology for 

tumor detection, classification, and staging. Convolutional 

neural networks have demonstrated high performance in 

analyzing radiological images such as computed tomography 

scans and magnetic resonance imaging for identifying 

cancerous lesions [7]. In histopathology, AI-based systems 

have been utilized to automatically detect malignant tissue 

patterns and predict disease progression [8]. These approaches 

have significantly improved diagnostic accuracy and reduced 

clinician workload. 

 

However, most early AI models focused on single data 

modalities, limiting their ability to capture the full complexity 

of cancer biology. The reliance on isolated imaging or clinical 

features often resulted in suboptimal generalization and 

reduced robustness across diverse patient populations [9]. 

 

➢ Explainable Artificial Intelligence in Clinical Decision 

Support 

To overcome the limitations of unimodal systems, 

multimodal artificial intelligence has been introduced to 

integrate diverse data sources such as medical images, clinical 

records, genomic profiles, and laboratory results. Studies have 

shown that combining imaging data with molecular and clinical 

information improves cancer detection accuracy and enhances 

staging consistency [10]. Multimodal models enable a more 

comprehensive representation of tumor characteristics, 

facilitating personalized diagnosis and treatment planning. 

 

In pan-gastrointestinal cancers, multimodal approaches 

have been applied to predict patient survival outcomes and 

treatment responses more effectively than traditional models 

[11]. Despite these advancements, challenges remain in 

managing heterogeneous data structures, handling missing 

information, and ensuring model scalability in clinical settings. 

 

➢ Multimodal Learning Approaches in Oncology 

The growing complexity of AI models has raised 

concerns regarding transparency and interpretability. 

Explainable artificial intelligence techniques aim to address 

these concerns by providing insights into model predictions. 

Feature importance methods, attention mechanisms, and 

visualization tools such as gradient-based saliency maps allow 

clinicians to understand which variables influence AI outputs 

[12]. 

 

In oncology applications, explainable models have been 

shown to improve clinician trust and facilitate the identification 

of relevant biomarkers associated with disease progression and 

treatment outcomes [13]. However, many existing 

explainability methods are limited in handling multimodal data 

effectively, often focusing on single data streams without 

providing holistic interpretations across integrated inputs. 

 

These limitations highlight the need for robust 

multimodal explainable frameworks that can deliver both high 

predictive performance and transparent decision-making 

processes, particularly in complex cancer domains such as pan-

gastrointestinal oncology. 

 

➢ Multimodal Learning Approaches in Oncology 

 

III. MULTIMODAL EXPLAINABLE AI 

FRAMEWORK 

 

➢ System Architecture Overview 

The proposed multimodal explainable artificial 

intelligence framework is designed to integrate heterogeneous 

biomedical data to support early detection, accurate staging, 

and treatment stratification in pan-gastrointestinal oncology. 

The system architecture consists of modality-specific feature 

extraction modules, a multimodal fusion layer, task-specific 

prediction models, and an explainability component that 

ensures transparency of model decisions. 

 

Each data modality is processed through a dedicated 

neural network branch optimized for its characteristics. 

Medical imaging data are analyzed using convolutional neural 

networks to extract spatial and morphological tumor features 

commonly associated with cancer progression [14]. Clinical 

and molecular data, which are structured in nature, are 

processed using fully connected neural networks to learn 

relevant patterns related to disease outcomes [15]. 

 

The extracted modality-specific features are then 

integrated through a fusion mechanism that combines 

complementary information into a unified representation. This 

representation is used by prediction modules responsible for 

early cancer detection, staging classification, and treatment 

response stratification. 

 

To enhance interpretability, the architecture incorporates 

explainable artificial intelligence techniques alongside the 

prediction models. These techniques generate visual and 

numerical explanations that allow clinicians to understand the 

factors influencing model predictions, thereby improving trust 

and clinical usability [16]. 

 

Overall, the proposed architecture provides a 

comprehensive and transparent approach to multimodal 
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learning in oncology, addressing limitations of unimodal 

systems and black-box models. 

 

➢ Data Sources and Modalities 

The multimodal explainable artificial intelligence 

framework integrates diverse biomedical data sources to 

capture complementary information relevant to pancreatic and 

gastrointestinal cancer diagnosis and treatment planning. The 

primary modalities incorporated include medical imaging, 

clinical records, and molecular biomarker data. 

 

Medical imaging data consist of computed tomography 

and magnetic resonance imaging scans routinely used in 

clinical practice for tumor detection, localization, and staging. 

These imaging modalities provide high-resolution spatial 

information regarding tumor morphology, size, and tissue 

characteristics, which are essential for accurate cancer 

assessment [17]. Imaging datasets were obtained from publicly 

available cancer repositories and institutional clinical databases 

to ensure diversity and representativeness. 

 

Clinical data include patient demographic information, 

laboratory test results, tumor characteristics, disease stage, and 

treatment history extracted from electronic health records. 

These structured variables capture critical contextual factors 

influencing disease progression and therapeutic response. 

Clinical features such as tumor size, biomarker levels, and 

comorbidities have been shown to significantly impact cancer 

outcomes [18]. 

 

Molecular data encompass genomic and proteomic 

biomarkers associated with tumor development, metastasis, 

and treatment sensitivity. These biomarkers provide insights 

into underlying cancer biology and support personalized 

medicine approaches. Common molecular features include 

gene expression profiles, mutation status, and protein 

abundance levels linked to cancer progression pathways [19]. 

 

By integrating these heterogeneous data modalities, the 

proposed framework enables a comprehensive representation 

of each patient’s clinical profile, improving predictive 

performance and supporting explainable decision-making in 

pancreatic and gastrointestinal oncology. 

 

➢ Data Sources and Modalities 

Effective preprocessing is essential to ensure data quality, 

consistency, and compatibility across heterogeneous 

modalities within the multimodal explainable artificial 

intelligence framework. Each data source undergoes modality-

specific preprocessing procedures prior to feature extraction 

and integration. 

 

Medical imaging data are first standardized through 

intensity normalization to reduce variability caused by 

differences in imaging equipment and acquisition protocols. 

Images are then resized to uniform spatial dimensions to ensure 

compatibility with convolutional neural network architectures. 

Noise reduction techniques such as Gaussian filtering and 

contrast enhancement are applied to improve image clarity and 

highlight tumor regions of interest [20]. In some cases, 

automated or semi-automated tumor segmentation methods are 

utilized to isolate relevant anatomical structures. 

 

Clinical data extracted from electronic health records are 

cleaned to address missing values, inconsistencies, and outliers. 

Missing data are handled using statistical imputation or 

machine learning-based approaches depending on the extent 

and pattern of absence. Categorical variables such as gender 

and cancer stage are encoded into numerical formats using one-

hot or ordinal encoding techniques. Continuous features are 

normalized to ensure balanced contributions across variables 

[21]. 

 

Molecular biomarker data undergo normalization to 

minimize batch effects and technical noise commonly observed 

in high-throughput biological datasets. Dimensionality 

reduction methods such as principal component analysis and 

feature selection techniques are applied to retain the most 

informative biomarkers while reducing computational 

complexity [22]. 

 

These preprocessing steps ensure that each modality 

contributes high-quality and standardized input 

representations, facilitating effective multimodal fusion and 

improving overall model performance and stability. 

 

➢ Feature Fusion Strategy 

The integration of heterogeneous data modalities is a 

critical component of the proposed multimodal explainable 

artificial intelligence framework. To effectively combine 

complementary information from medical imaging, clinical 

records, and molecular biomarkers, an attention-based feature 

fusion strategy is employed. 

 

Initially, modality-specific feature vectors extracted from 

each neural network branch are concatenated into a unified 

representation. This combined feature set is then processed 

through an attention mechanism that learns adaptive weighting 

coefficients for each modality based on their relative 

importance to the prediction tasks. This approach allows the 

model to emphasize informative modalities while reducing the 

influence of less relevant inputs [23]. 

 

The weighted feature representations are aggregated to 

form a final fused feature vector, which is subsequently passed 

to task-specific classifiers responsible for early detection, 

cancer staging, and treatment stratification. Compared to 

traditional early or late fusion methods, attention-based fusion 

provides greater flexibility and robustness by dynamically 

adjusting modality contributions across different patient cases 

[24]. 

 

This fusion strategy enhances predictive accuracy and 

supports the interpretability of multimodal interactions by 

revealing which data sources play dominant roles in clinical 

decision-making. The learned attention weights also serve as 

an additional explainability component, offering insights into 

modality importance for specific outcomes. 
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➢ Explainability Mechanisms 

To ensure transparency and clinical interpretability of the 

multimodal artificial intelligence framework, multiple 

explainable artificial intelligence techniques are incorporated 

across all data modalities. These mechanisms are designed to 

provide both visual and quantitative insights into model 

decision-making processes. 

 

For medical imaging data, gradient-based saliency 

methods and attention visualization techniques are applied to 

highlight tumor regions that contribute most significantly to 

prediction outcomes. These visual explanations allow 

clinicians to verify whether the model focuses on clinically 

relevant anatomical structures, thereby improving trust in 

automated detection and staging predictions [25]. 

 

For structured clinical and molecular data, feature 

attribution methods such as SHAP values and permutation 

importance scores are utilized to quantify the influence of 

individual variables on model outputs. These techniques 

identify key clinical indicators and biomarkers associated with 

cancer progression and treatment response, facilitating clinical 

interpretation and biomarker discovery [26]. 

 

In addition to individual feature explanations, modality-

level attention weights from the fusion mechanism provide 

insights into the relative importance of each data source for 

specific prediction tasks. This hierarchical explainability 

approach enables comprehensive interpretation across both 

feature and modality levels. 

 

By combining visual, numerical, and modality-level 

explanations, the proposed framework delivers transparent and 

trustworthy AI-assisted decision support, addressing major 

barriers to clinical adoption of artificial intelligence in 

oncology [27]. 

 

 
Fig 1 Architecture of the Proposed Multimodal Explainable Artificial Intelligence Framework Integrating Imaging, Clinical, and 

Molecular Data with Attention-Based Fusion and Explainability Modules. 

 

IV. EXPERIMENTAL SETUP AND 

METHODOLOGY 

 

➢ Dataset Description 

The experimental evaluation was conducted using 

publicly available multimodal datasets comprising medical 

imaging, clinical records, and molecular biomarker 

information related to Pan-Gastrointestinal oncology. Imaging 

data were obtained from The Cancer Imaging Archive (TCIA), 

including computed tomography and magnetic resonance 

imaging scans for upper gastrointestinal, 

hepatopancreatobiliary, and lower gastrointestinal cancer 

cohorts. 
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Corresponding clinical and molecular data were sourced 

from The Cancer Genome Atlas (TCGA), providing patient 

demographics, tumor characteristics, staging information, 

treatment history, gene expression profiles, and mutation 

status. These datasets enabled comprehensive multimodal 

analysis across the Pan-GI cancer spectrum. 

 

All datasets were de-identified and utilized in accordance 

with ethical research guidelines. 

 

Table 1 Summary of Multimodal Datasets Used in the Study 

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%) AUC 

Imaging Only (CNN) 83.2 81.5 79.8 80.6 0.86 

Clinical Only (FCNN) 76.4 74.2 72.1 73.1 0.79 

Molecular Only (FCNN) 78.7 76.9 75.3 76.1 0.82 

Early Fusion Model 87.9 86.4 85.7 86.0 0.90 

Late Fusion Model 89.1 88.0 87.5 87.7 0.92 

Proposed Multimodal XAI Framework 92.6 91.8 92.1 91.9 0.95 

 

➢ Model Training Procedure 

Model performance was evaluated using standard 

classification metrics including accuracy, precision, recall, F1-

score, and area under the receiver operating characteristic 

curve. These metrics provide comprehensive assessment of 

detection capability, staging reliability, and treatment response 

prediction. 

 

Comparative evaluations were conducted between the 

proposed multimodal explainable framework and unimodal 

baseline models trained on individual data modalities. 

 

➢ Evaluation Metrics 

Model performance was evaluated using standard 

classification metrics including accuracy, precision, recall, F1-

score, and area under the receiver operating characteristic 

curve. These metrics provide comprehensive assessment of 

detection capability, staging reliability, and treatment response 

prediction. 

 

Comparative evaluations were conducted between the 

proposed multimodal explainable framework and unimodal 

baseline models trained on individual data modalities. 

 

➢ Baseline Models 

To benchmark the proposed approach, several baseline 

models were implemented. These included: 

 

• Convolutional neural networks trained solely on imaging 

data 

• Fully connected neural networks trained on clinical data 

• Fully connected neural networks trained on molecular 

biomarker data 

• Traditional machine learning classifiers including random 

forests and support vector machines 

 

These baselines enabled systematic evaluation of the 

benefits of multimodal integration and explainability 

mechanisms. 

 

➢ Statistical Analysis 

Statistical significance testing was conducted using 

paired t-test Statistical significance of performance differences 

between models was evaluated using paired t-tests. Confidence 

intervals were computed for key performance metrics, with a 

significance threshold set at p < 0.05. 

 

This analysis ensured that observed improvements of the 

multimodal explainable framework were robust and not due to 

random variation. 

 

V. RESULTS AND DISCUSSION 

 

➢ Performance Evaluation 

The proposed multimodal explainable artificial 

intelligence framework demonstrated superior performance 

across early detection, staging classification, and treatment 

stratification tasks. Compared to unimodal models, the 

integrated system achieved higher predictive accuracy and 

improved robustness across diverse Pan-GI cancer types. 

 

As shown in Table 2, the proposed multimodal 

explainable framework outperformed unimodal and traditional 

fusion approaches across all evaluation metrics. 

 

Table 2 Performance Comparison Between Unimodal Models and the Proposed Multimodal Explainable AI Framework. 

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%) AUC 

Imaging Only 83.2 81.5 79.8 80.6 0.86 

Clinical Only 76.4 74.2 72.1 73.1 0.79 

Molecular Only 78.7 76.9 75.3 76.1 0.82 

Early Fusion 87.9 86.4 85.7 86.0 0.90 

Late Fusion 89.1 88.0 87.5 87.7 0.92 

Proposed Multimodal XAI 92.6 91.8 92.1 91.9 0.95 
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➢ Performance Across Pan-GI Subdomains 

To evaluate generalization across Pan-GI oncology, 

model performance was analyzed across upper gastrointestinal, 

hepatopancreatobiliary, and lower gastrointestinal cancer 

groups. As presented in Table 3, the framework achieved 

consistently high accuracy across all subdomains. 

 

The highest performance was observed in 

hepatopancreatobiliary cancers with an accuracy of 93.5%, 

followed by lower gastrointestinal cancers at 92.0% and upper 

gastrointestinal cancers at 91.2%. These results demonstrate 

the adaptability of the proposed framework to diverse 

gastrointestinal malignancies. 

 

The consistent performance across cancer groups 

highlights the suitability of the multimodal explainable 

approach for broad Pan-GI oncology applications. 

 

Table 3 Performance Across Pan-GI Oncology Subdomains. 

Cancer Subdomain Accuracy (%) AUC 

Upper GI 91.2 0.94 

Hepatopancreatobiliary 93.5 0.96 

Lower GI 92.0 0.95 

 

➢ Explainability Outcomes 

Explainability analysis provided meaningful insights into 

model decision-making processes. Saliency map visualizations 

highlighted tumor boundaries and high-density lesion regions 

in imaging data, aligning with clinically relevant radiological 

features used in cancer diagnosis. 

 

Feature attribution methods applied to clinical and 

molecular data identified tumor size, biomarker levels, and 

genetic mutations such as KRAS as major contributors to 

predictive outcomes. These influential features correspond 

with established clinical knowledge in gastrointestinal 

oncology. 

 

Additionally, modality-level attention weights revealed 

that imaging features played a dominant role in early detection, 

while clinical and molecular data contributed significantly to 

staging accuracy and treatment stratification. This hierarchical 

explainability approach enhanced transparency and clinician 

interpretability. 

 

Table 4 Key Explainability Outputs and Their Clinical Interpretation. 

Modality Key Features Identified Clinical Relevance 

Imaging Tumor boundary, lesion density Early cancer detection 

Clinical Tumor size, biomarker levels Staging accuracy 

Molecular KRAS mutation, gene expression Treatment response 

 

Saliency map visualizations consistently highlighted tumor regions associated with malignant progression. 

 

 
Fig 2 Saliency Map Visualization Highlighting Tumor Regions Contributing to Early Cancer Detection Predictions. 
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➢ Discussion 

The experimental results confirm that multimodal 

integration significantly improves predictive performance 

compared to unimodal and traditional fusion approaches. The 

attention-based fusion strategy effectively captured 

complementary information across imaging, clinical, and 

molecular modalities. 

 

The incorporation of explainability mechanisms 

addressed key limitations of black-box AI models by providing 

transparent and clinically interpretable outputs. These features 

enhance clinician trust and support practical deployment in 

healthcare environments. 

 

Furthermore, strong performance across Pan-GI 

subdomains indicates the framework’s scalability and 

robustness for diverse gastrointestinal cancer types. 

 

Overall, the findings demonstrate that multimodal 

explainable artificial intelligence offers a powerful solution for 

improving early detection, staging accuracy, and treatment 

stratification in Pan-GI oncology. 

 

VI. CONCLUSION AND FUTURE WORK 

 

This study presented a multimodal explainable artificial 

intelligence framework for improving early detection, staging 

accuracy, and treatment stratification across Pan-

Gastrointestinal oncology. By integrating medical imaging, 

clinical records, and molecular biomarker data, the proposed 

system captured complementary information essential for 

comprehensive cancer assessment. The incorporation of 

explainability mechanisms enabled transparent and clinically 

interpretable decision-making, addressing critical limitations of 

traditional black-box artificial intelligence models. 

 

Experimental evaluation using publicly available datasets 

demonstrated that the multimodal explainable framework 

consistently outperformed unimodal and conventional fusion 

approaches across key performance metrics. The system 

achieved high predictive accuracy across upper 

gastrointestinal, hepatopancreatobiliary, and lower 

gastrointestinal cancer subdomains, highlighting its robustness 

and generalizability. Explainability analyses further confirmed 

that the model focused on clinically meaningful features and 

anatomical regions, enhancing trust and potential clinical 

adoption. 

 

The findings indicate that multimodal explainable 

artificial intelligence holds significant promise for advancing 

precision oncology in gastrointestinal cancer care. Improved 

early detection may facilitate timely interventions, while 

accurate staging and personalized treatment stratification can 

optimize therapeutic outcomes. 

 

Future research will focus on expanding the framework 

to incorporate additional data modalities such as 

histopathological whole-slide images and longitudinal patient 

records. Further validation using prospective clinical datasets 

and real-world hospital environments is also planned. In 

addition, exploring advanced explainability techniques capable 

of providing holistic multimodal interpretations will further 

enhance clinical usability. 

 

Overall, the proposed framework represents a valuable 

step toward transparent, reliable, and clinically applicable 

artificial intelligence systems for Pan-GI oncology. 
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