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Abstract:- Landslides are more prone in high altitude 

regions and determining them is challenging due to their 

unforeseen and sudden occurrence. As the technology is, 

improving day by day, the landslides are determined 

based on their spatial extent and the socio-economic 

losses can thereby be reduced. Many factors such as 

altitude, rainfall level, ground water level, reservoir 

water level, latitude, longitude, etc. ascertain their 

occurrence. One of the supervised Machine learning 

approaches called the Support Vector Machine (SVM) is 

used to predict whether there is a high probability of 

landslide occurrence in the given region. Time Series 

Analysis is used to find the direction and periodic 

propagation of landslides and the total amount of their 

deformation. Furthermore, Genetic Algorithm (GA) is 

for the further optimization and to reduce the mean 

square error of landslide susceptibility mapping. The 

prediction and validation results reveal that the 

proposed model can help in land use planning for 

shrinking the losses. 
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I. INTRODUCTION 

 

    Technology is advancing day by day and the 

development of technology has started long ago and has 

been there for a long as man can remember. The role of 

technology and its emergence in all the fields is helping in 

recovery from natural disasters. Natural disasters are sudden 

happenings, which cannot be stopped but can be predicted 

and prevention from losses is possible with enough 

knowledge and preparedness. Among all the natural 

disasters landslide is one from which the high altitude 
regions get affected adversely. There are many factors, 

which contribute to their occurrence. The major factors are 

altitude, slope, rainfall level, ground water level, reservoir 

water level, distance from road, human activities, 

topography, geology, lithology etc. Altitude is the height of 

the region from the sea level. If the region is at high altitude, 

then there is a higher probability of landslide occurrence. 

Many of the landslides are induced by rainfall because 

rainfall increases the porosity of the soil and lead them to 

erode. The mountainous areas with more rainfall are highly 

susceptible to landslide. The ground water level and the 
reservoir water level affect the lithological features of the 

region and cause the soil to loosen which thereby results in 

landslide. The topography of a region also plays a vital role 

in determining which part of the high altitude area will slide 

first and which will be affected more. The lithological 

factors are the soil features, its water content, chemical 
nature etc. After landslide occurrence, the deformation of 

the hilly area depends on the intensity of the landslides. The 

stochastic nature of these environmental factors, the nature 

of landslides and their nonlinear interrelationships make 

their prediction a challenging task. Several datamining 

approaches to landslide determination are suggested. 

Datamining in landslide prediction takes into account the 

spatial extent of the high altitude regions. The mining of 

landslide datasets involves the preparation of spatial 

database, pre-processing the data, finding out the 

appropriate influencing factors, analysis, prediction and 
validation of landslide models. 

 

II. SURVEY ON PREVIOUS WORKS 

 

 A wide range of different methods and techniques 

have been used for landslide susceptibility modelling, such 

as the k-nearest neighbour, artificial neural networks, 

decision tree, logistic regression, boosted tree, Naive 

Bayesian classification, support vector machine, etc. Chung 

et al. (2003) used multi – layered spatial database, which 

contains all the influencing factors such as slope, 

lithological features, geomorphologic factors, etc. for 
determining the occurrence of landslides based on the 

obtained prediction images of the target area. Chang et al. 

(2007) applied the multisource data fusion approach for land 

slide classification using generalized positive Boolean 

functions. Jeremy et al. (2009) have used spatial data mining 

and geographic knowledge discovery to effectively analyse 

and predict the landslide consequence based on the available 

voluminous data obtained by remote sensing and other 

Global Positioning System (GPS) techniques. Choi et al. 

(2009) have applied the neural network model in landslide 

susceptibility mapping and have validated the model using 
the existing landslide data They have applied the neural 

network model at three study areas in Korea and have cross-

applied their weight for landslide susceptibility mapping to 

achieve a reasonable prediction accuracy (81.36%).Cadan 

(2010) have used a hybrid learning method namely adaptive 

neuro - fuzzy inference system to analyse the external 

factors and to produce landslide susceptibility maps based 

on the obtained aerial photographs and satellite images of 

the target area. Five prediction models were developed using 

Sugeno approach for generating if - then rules which in turn 

predicts the landslide. The verification results showed that 
the model 5 has the highest accuracy. Pradhan and Lee 

(2010) have compared three landslide susceptibility maps 

generated by frequency ratio, multivariate logistic 

regression, and neural network model for the Penang Island 
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and Selangor area in Malaysia. Dino et al. (2012) have 

devised a new hybrid approach of integrating K-nearest 

neighbour and support vector machine, which is the SVM-

NN classification. This approach reduces the impact of 

prediction on the parameters. Omar et al. (2014) had used an 

ensemble algorithm of data mining Decision Tree based 

Chi-Squared Automatic Iteration Detection (CHAID).This 

algorithm predicts landslide by producing a multi - branched 
decision tree based on 13 conditioning factors and thereby 

achieving prediction rate of 79%. Hamid et al. (2015) 

conducted landslide assessment studies by comparing three 

data mining models namely Functional Trees (FT), 

Multilayer Perceptron Neural Networks (MLP Neural Nets) 

and Naïve Bayes (NB). The Area under Curve (AUC) was 

drawn and found that the MLP Neural Nets showed better 

accuracy than the other two models. Zhigang et al. (2016) 

proposed a new approach to establish landslide - forecasting 

model based on artificial neural networks (ANN) with 

random hidden weights. A lower - upper bound estimation 
(LUBE) method is used to construct ANN based prediction 

intervals (PI).A hybrid evolutionary algorithm combining 

particle swarm optimization(PSO) and gradient search 

algorithm (GSA) is utilized to optimize the output weights. 

Hyun and Saro (2017) used sophisticated data mining 

techniques namely artificial neural networks (ANN) and 

boosted tree (BT) for acquiring landslide susceptibility 

model. They found that these two models showed the 

validation result of 82.25% and 90.79% respectively. The 

main difference between above shown models and our 

proposed model is that the success rate of the present study 

is better than other devised models. 

 

III. METHODOLOGY 

 

A. Proposed  Approach 

    The present study mainly focuses on improving the 

efficiency of landslide prediction. The architecture of the 
corresponding model is shown in Fig. 1.This prediction 

model uses three of the data mining algorithms such as Least 

Square Support Vector Machine (LSSVM), Genetic 

Algorithm (GA) and Time Series Analysis (TSA). The 

external factors (lithology, rainfall, ground water level, 

reservoir water level, topography, human activities, etc.) 

determine the vulnerability and consequences of landslide 

occurrence. The GA-LSSVM with TSA model has strong 

generalization ability and can effectively overcome the 

limitations of other methods including small sample sizes, 

high dimensionality and nonlinearity. The Genetic 
Algorithm is used to choose the appropriate factors affecting 

landslides. The selection of these parameters accurately 

helps in finding the probability of landslides effectively. The 

LSSVM stand a major prediction strategy in suspecting 

landslide occurrence. Based on the training and testing data, 

the areas with high and low probability for landslide 

occurrence are found. Time Series Analysis is used to 

determine the direction of landslide propagation thereby 

finding the amount of deformation by comparing the study 

area before and after landslide. The training data and the 

external driving factors are given as input to the prediction 

Fig 1:- Overall Design Architecture of GA – LSSVM Model with TSA 
 

 

model. From the given data, TSA is done which results 

in finding out the trend and periodic components. The GA 

model optimizes the prediction model by choosing the 

appropriate parameters. The results of these models are 

given to LSSVM, which finally suspects the occurrence of 

landslides. The amount of deformation of the areas affected  

 

 

by landslides is found from the results of Time Series 

Analysis. 

 

B. Time Series Analysis 

     Time Series analysis is done to forecast data based 

on time. The landslide data obtained through spatial data 

mining is incomplete and highly variable due to the 

conditioning factors, which cannot be monitored accurately. 
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Time series analysis overcomes this shortcoming by 

periodically monitoring the data series. For any data (Ltsa), 

there are three components, which determine the nature and 

influence of them. To figure out the deformation of 

landslides the displacement of the land is found. As the 

landslides are non – linear in general, the direction of their 

future movements is determined by this prediction. The 

three components, which influence them, are; trend 
component (Ttsa), seasonal component (Stsa) and a random 

error component (REtsa). This is given as in: 

 

Ltsa = Ttsa + Stsa + REtsa 

 

 Based on this the below algorithm for Time series 

analysis is formulated as follow 

 

 Algorithm Time Series Analysis 

 

 Input 
 Training samples of landslide data with their 

respective time of occurrence. 

 

 Output 

 Total displacement (Ltsa) for the given landslide 

data. 

 

Ttsa – Trend component of displacement 

Stsa – Seasonal component of displacement 

REtsa – Random error 

for sample in sorted(all_samples, key=lambda o: o.date): 

    input_data, expected_prediction = sample 
# Test on current test slice. 

    actual_prediction = predictor. predict (input_data) 

    errors.append(expected_prediction == actual_prediction) 

    # Re-train on all "past" samples relative to the current 

time slice. 

    training_samples.append (sample) 

predictor = Predictor. train(training_samples) 

for samples with actual_prediction != NULL: 

 

Ltsa = Ttsa + Stsa + REtsa 

 

C. LSSVM Model 

Least Square Support Vector Machine (LSSVM)is a 

supervised machine learning approach used for classification 

and regression analysis.It is a version of Support Vector 

Machine (SVM), which enhances the performance by 

reducing the mean square error and to resolve the limitations 

of SVM which includes small sample sizes, high 

dimensionality and nonlinearity. The training data samples 

are plotted through non – linear mapping. Then for that 

mapped data the regression function (f (x)) is determined as 

in: 
 

f (x) = WT α (x) + β 

 

where WT  is the weight vector, α (x) is the mapping 

function and β is an additional random constant. 

 

 

 

D. Genetic Algorithm 

GA is a family of population-based search algorithms 

for optimization problems. They maintain a set of solutions 

known as population. In each generation, it generates a new 

population from the current population using a given set of 

genetic operators known as crossover and mutation. It then 

replaces the inferior solutions by superior newly generated 

solutions to get a better current population. They use a 
parallel, random and adaptive searching based on natural 

biological selection and optimization. In landslide 

prediction, the GA is used to optimally choose the 

conditioning parameters and thereby improving the 

efficiency. All the parameters with both minor and major 

effects are taken into account in this model and so this 

algorithm achieves a fitness ratio of about 90%. The process 

of GA is diagrammatically shown in Fig. 2.The algorithm 

proceeds by improving the fitness ratio and the iteration 

stops when the ratio reaches the predetermined threshold 

value. 

 

Fig 2:- Process of Genetic Algorithm 

E. Data Flow 

The prediction model suspects landslide as shown in the 

Fig. 3. The obtained spatial data of the area under study is 

preprocessed and divided into training and testing datasets. 
The training data with external conditioning factors and test 

data is given as input to the timeseies analysis (TSA) model 

from which the trend component and the periodic 

component is obtained. These two components determine 

the direction of landslide propagation and the amount of 

displacement based on the mathematical regression 

function.Simultaneously, the external factors are processed 

in genetic algorithm (GA) model and the appropriate 

parameters are found.With the time analysed data and the 

chosen parameters the LSSVM model is performed. The 

LSSVM model uses hyperplane to find the high and low 
probable areas which are to be affected by landlides from 

the given data. Based on the necessary steps are taken to 

avoid unnecessary losses. 
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Fig 3:- Steps Involved in Landslide Prediction 

 

IV. EXPERIMENTAL ANALYSIS &RESULTS 

 

             The experiment is performed with the sample 

datasets of North America for the year 2007 to 

 

 
 

Fig 4:- Results of Time Series Analysis 

 2016 from Kaggle.com. The landslide vulnerable areas are 

found by implementing the three algorithms as mentioned in 

the architecture. The datasets are first analysed through time 

series from which the direction of landslides and their 

location at respective times is found. The result of TSA for 

the given datasets is shown in Fig 4. Then genetic algorithm 

is performed and found that the altitude, slope and rainfall of 

the region stand major influencing factors. Based on the 

above results, the LSSVM model is done and the regions are 

differentiated into high and low probable landslides. The 

obtained results of the above data from LSSVM model is 

shown in Fig.5 

 

 

 
 

Fig 5:-  Results of LSSVM Model Indicating Regions 

Having High& Low Probability for Landslides 

V. CONCLUSION 
 

 There is huge volume of spatial data available 

worldwide. The proper handling of these data is essential in 

obtaining required results. Due to the widespread application 

of geographic information system (GIS) and global 

positioning system (GPS) technology, the access to high 

quality data is easily possible. Spatial data mining emerged 

as a result for utilizing the available landscape to satisfy our 

needs and to determine the natural land disasters prior to 

their occurrence. The unforeseen and vigorous nature of 

landslides and its consequences is an indisputable fact in all 

high altitude regions and so landslide prediction has become 
very important to avoid unnecessary losses. Many research 

have been taking place to predict landslides for which 

spatial data mining is highly helpful. To quantify the 

uncertainty and nonlinearity of landslides, many methods 

such as single layer artificial neural networks (S-ANN), 

multilayer artificial neural networks (M-ANN), Chi – 

squared Automatic Interaction Detection (CHAID), Naïve 

Bayes classification (NB) and boosted tree (BT) with 

prediction accuracies of 81.36%, 82.25%, 79%, 65.45% and 

90.79% have been developed. 

 
To improve the efficiency and to reduce the number of 

driving parameters the present approach of GA-LSSVM 

with TSA is proposed. The major objective of this study was 

to suspect landslides  
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Fig 6:- Graph Comparing the Prediction Capabilities of 

Various Data mining Models 

Nonlinearly in an optimized manner. Six landslide-

conditioning factors such as lithology, altitude, slope, 

reservoir water level, rainfall and geography were exploited 

to accurately determine the landslide occurrence. The 

prediction capability was validated and compared with the 

prediction rates of other models mentioned above. This 

comparison is shown in the above graph Fig.6. Among all 

the models, GA – LSSVM with TSA showed better results. 

Thus, this method can be a better choice in land use 

planning and in getting rid of unnecessary losses. 
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