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Abstract:- Social networks square measure the most 

resources to collect info concerning people’s opinion and 

sentiments towards totally different topics as they spend 

hours daily on social media and share their opinion. 

During this technical paper, way of the applying of 

sentimental analysis and the way to attach to Twitter and 

run sentimental analysis is done. This can be helpful for 

the businesses and agencies that need to understand the 

feedback concerning their product brands or the 

customers who need to go looking for opinion from others 

concerning product before purchase. 
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I. INTRODUCTION 

 

Opinion and sentimental mining are crucial research 

areas as a result of (attributable to) the large variety of daily 

posts on social networks, extracting people’s opinion could be 

a difficult task. Regarding ninety percent of today’s 

information has been provided throughout the last 2 years and 

obtaining insight into this huge scale information isn't trivial 

[17, 18]. Sentimental analysis has several applications for 
various domains, for instance in businesses to induce 

feedbacks for merchandise by that corporations will learn 

users’ feedback and reviews on social media platforms. The 

tactic that's used here: field-grade officer Twitter Sentiment 

Analysis can't be used for alternative social media sites like 

Facebook, etc. 

 

For larger texts one answer may well be perceptive of 

the text, summarize it and provides weight thereto whether or 

not it's positive, negative or neutral. Two basic approaches to 

extract text summarization are associate extractive and 
theoretic technique. Within the extractive technique, words 

and word phrases are extracted from the first text to come up 

with an outline. In associate theoretic technique, it tries to be 

told an internal language illustration and so generates outline 

that's a lot of the same as the outline done by human. 

 

Opinion and sentimental mining has been well studied 

during this reference different approach and analysis fields are 

mentioned [10]. There also are some works done on Facebook 

[19-23] sentimental analysis but this paper largely tends to 

specialise in the Twitter sentiment analysis. 
 

 

 

 

 

II. SOCIAL NETWORK ANALYSIS 
 

Social network analysis is that the study of people’s 

interactions and communications on completely different 

topics and today it's received additional attention. Millions of 

individuals offer their opinion of various topics on a usual on 

social medias like Facebook and Twitter. It's several 

applications in several areas of analysis from scientific 

discipline to business [3]. Twitter today is one among the 

favoured social media that consistent with the statistic [4] 

presently has over three hundred millions accounts. Twitter 

has a wealthy supply to find out regarding people’s opinion 
and sentiment analysis [2]. For every tweet it's necessary to 

see the sentiment of the tweet whether or not is it positive, 

negative, or neutral. Another challenge with twitter is simply 

one hundred forty characters is that the limitation of every 

tweet that cause folks to use phrases and works that aren't in 

language process. Recently twitter has extended the text 

limitations to 280 characters per every tweet. 

 

III.  TWITTER SENTIMENT ANALYSIS 

 

Social networks could be a wealthy platform to be told 

concerning people’s opinion and sentiment concerning 
completely different topics as they will communicate and 

share their opinion actively on social medias together with 

Facebook and Twitter. There totally different opinion 

familiarized operation systems that aim to extract people’s 

opinion concerning different topics. The sentiment-aware 

systems of late have several applications from business to 

social sciences. Since social networks, particularly Twitter 

contains small texts and people may use different words and 

abbreviations which are difficult to extract their sentiment by 

current Natural Language processing systems easily, so some 

researchers have used deep learning and machine learning 
techniques to extract and mine the polarity of the text [15]. 

Some of the top abbreviations are FB for facebook, B4 for 

before, OMG for oh my god and then on. so sentimental 

analysis for brief texts like Twitter’s posts is difficult [8]. 

 

IV. NAIVE BAYES 

 

A classifier could be a sort and may own generalizations, 

thereby creating it potential to outline generalization 

relationships to different classifiers. 

 
In machine learning, naive Bayes classifiers are a family 

of easy probabilistic classifiers based on applying Bayes' 

theorem with robust (naive) independence assumptions 

between the options. 
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Naive Bayes has been studied extensively since the 

1950s. it had been introduced beneath a unique name into the 

text retrieval community within the early 1960s,and remains a 

well-liked (baseline) methodology for text categorization, the 

matter of deciding documents as happiness to 1 class or the 
opposite (such as spam or legitimate, sports or politics, etc.) 

with word frequencies because the options. With applicable 

pre-processing, it's competitive in this domain with additional 

advanced strategies together with support vector machines. It 

additionally finds application in automatic diagnosing. 

 

Naive Bayes classifiers are extremely scalable, requiring 

variety, of parameters linear within the number of variables 

(features/predictors) in a very learning problem. Maximum-

likelihood training may be done by evaluating a closed-form 

expression, which takes linear time, instead of by expensive 
reiterative approximation as used for several different varieties 

of classifiers. 

 

In the statistics and technology literature, naive Bayes 

models are better-known beneath a spread of names, together 

with straightforward simple Bayes and independence Bayes. 

Of these names reference the utilization of Bayes theorem 

within the classifier's decision rule, however naive Bayes isn't 

(necessarily) a theorem methodology. 

Naive Bayes tends to additional negative results as at 

any given purpose once folks categorical their review or 

opinion a few given topic, prefer to write more and provide 
extra detail while writing  more and supply further detail 

whereas writing a negative sentence compared to positive ones 

that are usually kept short 

 
V. USING VOTE METHOD 

 

We used other classifiers like Linear regression, 

Bernoulli’s classifier, SVC and Linear SVC classifier, Logistic 

Regression .They all calculate their results on the data same as 
naive Bayes. Then each one’s efficiency is taken under 

consideration and also compared with the Naive Bayes result. 

The average value of them is taken. 

 

The voting system used here is for the purpose of getting 

the stable efficiency results. 

 

Each classifier gets one vote, whichever category gets 

the most vote by all of these classifiers that is the one we 

choose. Raise our reliability but also gave us the ability to add 

another parameter “confidence”. 

 

VI.  IMPLEMENTATION 

 
 This technical paper reports the implementation of the 

Twitter sentiment analysis, by utilizing the APIs provided by 

Twitter itself. There are great works and tools focusing on text 

mining on social networks. In this project the wealth of 

available libraries has been used. The approach to extract 

sentiment from tweets is as follows. 

 

 Create the sentiment dictionary. Train the system using 

the bag of word in order to differentiate between positive 

and negative words. 

 Download twitter testing data sets, input it in to the 
program. This is done using the Twitter Api. 

 Clean the tweets by removing the stop words. 

 Tokenize each word in the dataset and feed in to the 

program. 

 For each word, compare it with positive sentiments and 

negative sentiments word in the dictionary. Then 

increment positive count or negative count. 

 Finally, based on the positive count and negative count, 

we can get result percentage about sentiment to decide the 

polarity. Additionally we use a voting system where few 

different classifiers give their result in order to get the 
best possible answer for accuracy purposes. 

 

Researchers have done different sentimental analysis on 

Twitter for different purposes for example the work designed 

by Wang, et.al [5] is a real-time twitter sentiment analysis of 

the presidential elections. 
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Fig 1:- Twitter Api(consumer key and consumer secret ) 

 

Description: In order to gather the tweets from twitter we need a certain Api. This Api is itself provided by twitter, which 

generates a consumer key and a consumer secret which are used for authentication purposes. 

 

 

 
Fig 2:- Result 

Description;In the above image discrimination the words into positive and negative words is done. Voting system used for 

increasing the accuracy. 
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Fig 3:- Fetching of Twitter Data (tweets) 

 

Description: Fetching twitter data using it’sApi and classifying the tweets according to their positive and negative characteristics. 

 

 
Fig 4:- Graphical representation of result( tweets on PM Modi ). 

 

Description:Positive and Negative frequency versus number of Tweets. X axis is the number of tweets and Y axis the number of 

positive and negative tweets. 
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VII. CONCLUSION 

 

In this technical paper, importance of social network 

analysis and its applications in different areas is discussed. 

Focus on Twitter as and have been implemented the python 
program to implement sentiment analysis. We showed the 

results on different daily topics. It was observed that the 

neutral sentiments are significantly high which shows there is 

a need to improve Twitter sentiment analysis. 

 

VIII. FUTURE SCOPE 

 

To quantify sentiments present in the tweet. Therefore, 

in a future work, use the results obtained for ternary 

classification (which achieved an accuracy equal to 70.1%) to 

classify tweets into ‘‘Positive’’, ‘‘Negative’’ and ‘‘Neutral’’. 
The classified sentimental tweets (i.e., which have been 

classified as ‘‘Positive’’ or ‘‘Negative’’) will then be given 

scores for the corresponding sentiment subclasses. 

 

The voting system can further be used in case of 

sarcastic comments, humour, etc so as to determine its nature 

and the impact it has all over the result generated.  
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